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DR. GEORGE SACHER

"But I am a scholar. Why are you a scholar -
Is it not to make you happy?"

DEDICATION

In the emergence of a discipline, it is important to have someone
who organizes the inchoate mass of anecdotal bits and scattered pieces of
information available and derives from these general concepts which serve
as the springboard for the future, The efforts by Sacher provided
glimpses into the complex phenomenon that is aging, shedding light on how
different species cope with the constant onslaught of endogenous and
exogenous environmental agents. He provided an alternative framework to



look at aging, asking not "how do we die" but, "how do we live so long?"
This misleadingly simple question has sparked intense interest in the
protective mechanisms developed during phylogeny.

Using lifespan data, a number of different concepts of aging were
tested, evaluated, discarded, or modified. The importance of metabolism
and homeostatic control were emphasized. These ideas now are being
detailed with the various molecular and biochemical techniques of modern
science. Information from our penetrating new understandings of basic
processes, such as control of growth and development, are being applied
to the question of how the complex interaction, which is a mature
organism, goes awry.

In applying these new techniques, George Sacher led the way,
developing a new model and incorporating molecular biology. During his
research life he remained a scholar, truly a person who worked because it
made him happy.

Ronald W. Hart

This meeting is being dedicated to George Sacher, whom I knew for many
years although we never spent a great deal of time together. Most of the
times that we met in our earlier years, we were at one scientific meeting
or another. George was a physicist, a radiation biologist, and an unbe-
lievable naturalist. He had a wealth of knowledge about animals and
plants. He was a comparative biologist, and most of all, a biogerontolo-
gist., Among his many awards and honors probably the one that meant most to
him, was being president of the Gerontology Society of America. This is a
multidisciplinary group representing not only biologists but people from
clinical medicine, psychology, and sociology as well as the various propo-
nents of social research planning and practice. George felt that this was
a rather unique honor and was delighted to have been elected. George was
an individual who, in contrast to many of us in science, probably had one
of the most genuine qualities of humbleness that I knew. He let his work
speak for itself.

George Sacher made many important contributions to comparative evolu-
tionary biology. His refined equations gave a solid mathematical basis for
a number of meaningful investigations on aging. His comparative approach
to species longevity, as exemplified by his early work on brain weight/body
weight relationships, to some of his later work with Ronald Hart examining
the levels of DNA excision repair in a short- and long-lived strain of
mouse bring unquestioning testimony to his unswerving faith in the value of
the. comparative evolutionary approach. He believed that in this way one
can gain insight into the basic biochemical, physiological, and the molec-
ular genetic mechanisms of aging. In short, George Sacher's perseverance,
his intellectual curiosity, and his unique ability and energy to draw rele-
vant information from diverse disciplines into functional paradigms for
future research in comparative biogerentology are his legacy to us. It is
one, I might add, that is far from being fully exploited. With that clos-
ing thought, I know that I can tell Dorothea, George's loving wife and
friend, that she need never worry about George's last request. When George
got into the ambulance that day, he called to her and asked that she not
forget to say goodbye to all his friends and colleagues. I cannot really
seem to say goodbye to him and I expect that the reason why we, in aging
research, cannot say goodbye, is that his work is so much a part of us and
will be for generations to come. Indeed, I believe it is and will remain
one of the cornerstones of biogerontology.

George T. Baker, III
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This Symposium had its informal beginning in after-dinmner talks with
Dr. Alex Comfort and others at an earlier meeting on aging at Brookhaven
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Ms. Helen Z. Kondratuk coordinated the Symposium with efficiency,
grace and charm and we are most grateful for her efforts in making the
meeting so pleasurable for everyone. Ms. Nancy Siemon took over the
thankless task of correcting the manuscripts; she worked with care and
with a willingness that made life much easier for us. We thank her for
her efforts. This 34th Symposium in Biology was held under the auspices
of the U.S. Department of Energy.
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GENETIC AND ENVIRONMENTAL DETERMINANTS OF LONGEVITY IN DROSOPHILA

Robert Arking

Department of Biological Sciences and
Institute of Gerontology

Wayne State University

Detroit, MI 48202

INTRODUCTION

In his seminal essay, '"The Duration of Life,” August Weismann in 1891
posed a most perplexing question: "How is it that individuals are endowed
with the power of 1living long in such various degrees?" As if in partial
reply, he later suggested that, "In answering the question as to the means
by which lengthening or shortening of life is brought about, our first
appeal must be to the process of natural selection.” Today, with a
century's worth of hindsight available, we recognize that Weismann was
correct in concept, although wrong in detail. The duration of life
appears to be the resultant of both intrinsic and extrinsic, of genetic
and environimental factors. That much seems certain. Our grasp of the
detailed mechanisms involved, however, seems much less secure. In large
part, our uncertainty stems from the lack of a commonly accepted theo-
retical paradigm of aging. History shows, however, that progress is
possible even in the midst of uncertainty. Accordingly, the goal of this
paper will be to demonstrate that a careful following of the lead provided
by Weismann has allowed us to use selection procedures to create an animal
model with which we can empirically define some of the specific factors
involved in controlling the duration of life in Drosophila melanogaster.

In general, the identification and characterization of the mechanisms
controlling the aging process has proven to be a uniquely difficult
biological problem. As Francois Jacob wrote (1982), "It is truly amazing
that a complex organism, formed through an extraordinarily intricate
process of morphogenesis, should be unable to perform the much simpler
task of merely maintaining what already exists." Many hypotheses have
offered plausible explanations for senescence at a variety of different
operational levels (see Hayflick, 1985). One of the more intractable
problems, and one which is not always addressed by the various theories,
is the conceptual difficulty of distinguishing those age-dependent changes
which are causally related to the aging process from those which are not
related. Many individuals believe that a genetic approach to the problem
of aging might allow one to sort out the confusing correlative factors
from the causal factors. Much work has been done using this approach,
particularly in Drosophila, beginning with Raymond Pearl and his col-
leagues (1928). Yet Lints (1978) concluded that while aging was
undoubtedly a genetically controlled phenomenon there were no obvious



tools then in existence with which to exploit this insight. Thus, despite
all the fine descriptive work done with different mutants, different
strains, and different species of Drosophila--each with its own charac-
teristic pattern of longevity--it had not yet been possible to define a
genetic system which unambiguously affects the aging process (Arking and
Clare, 1986).

SELECTION OF AND CHARACTERIZATION OF LIFE EXTENSION MUTANTS

Following Weismann's "...appeal to the process of natural selection"
(1891), my colleagues and I decided that an operational understanding of
the aging process might be achieved by using artificial selection to
create long lived Drosophila strains. Such strains then could be used in
a genetic and molecular analysis of aging. Our choice of lifespan
extension mutants, rather than lifespan reduction mutants, was based on
our need to ensure that the genetic system which we would eventually
isolate should be one that was affecting lifespan through a direct effect
on the aging process itself. It seemed to be a reasonable postulate that
there were many more ways to indirectly reduce the lifespan than there
were ways in which one could indirectly increase lifespan. The proba-
bility of identifying a basic aging mechanism seemed to be higher by
adopting the strategy of searching for lifespan extension mutants.

Our experiments were successful and constitute the first clear
demonstration that a species specific lifespan can be significantly
increased through selection (Luckinbill et al., 1984; Luckinbill and
Clare, 1985; Arking, 1987), thereby vindicating Weismann's faith in
"...the process of natural selection." Figute 1 summarizes the changes
that occurred in the mean female lifespan of each of the independent
selection strains. Our experimental design was one of indirect selection
in which we selected for one trait (time of reproduction) and measured
another trait (female lifespan) believed to be pleiotropically linked to
the former (see Luckinbill et al., 1984.) We selected for either long
life (L) or short life (E) under conditions of high larval density (NDC)
or low larval density (DC). The control line (R) was bred at random times
during the adult life span and individual lines raised under NDC or DC
conditions. A detailed description and analysis of the survival data is
given in Arking (1987). An examination of the results presented in Figure
1 show that selection for increased lifespan was effective in the high
larval density environment (NDC-L) and less effective, although visibly
present, in the low larval density environment (DC-L). Selection for a
decreased life span was not effective in either of the two strains sub-
jected to this regime (NDC-E and DC-E). There was some fluctuation but no
net change in the lifespan characteristics of the control (R) line.

There was no statistically significant difference in the mean lifetimes of
the control line when raised under either NDC or DC conditions.

Conclusions based only on differences in mean values could be mis-
leading, for there are known instances where an intervention will produce
significant changes in the mean lifespan but have very little if any
effect on the maximum lifespan. Success in obtaining a bona fide life
extension mutant must be signaled by significant increases in both the
mean and the maximum lifespan values (Balin, 1982). An analysis of the
survival curve data shown in Figures 2 and 3 strongly suggests that the
increased lifespan characteristic of the NDC-L females has been brought
about almost entirely by a delay in the time of onset of senescence, and
not by an extension of every phase of the life cycle. This interpretation
is buttressed by the following facts:



1. There is no significant difference in the developmental times
(i.e. days from egg to adult eclosion) of the L lines relative
to the R lines (Luckinbill and Clare, 1985);

2. the 28-day difference in the reported mean lifespans of the L
lines relative to the R lines is essentially matched by the
26-day delay in the time when the L females enter their senes-
cent phase (defined operationally as the time of LT10) relative
to the controls (Figures 2 and 3; Arking, 1987);

Figure 1. The alteration in the mean lifespan (+ 95% confidence
limits) of the five different strains used throughout the
25 generations of the selection experiment. The four
experimental strains were each subjected to two different
selection parameters: L = strains selected for late age of
reproduction and hence long life; E = lines selected for
early age of reproduction and hence short life; DC = lines
raised under controlled (low) larval density conditions;
NDC = lines raised under uncontrolled (high) larval
density; R = control line bred at random ages and hence not
subject to lifespan selection. (From Arking, 1987).



Figure 2. The survival curves for the six measured generations of the
R line. Note the lack of any temporal directionality in
the curves and their oscillation about the mean. Note also
that there are minor differences only in the LT10 and LT90
values as well. (From Arking, 1987).

Figure 3. The survival curves for the seven measured generations of
the NDC-L lines. Note the obvious temporal directionality
in the LT,, values. The increased mean lifespan is clearly

accompanigg by a delayed onset in the time of senescence.
(From Arking, 1987).



3. the length of the senescent period, operationally defined as the
interval between LT10 and LT90, is more or less the same in both
the L and the R strains (Figure 2 and 3; Arking, 1987);

4. when these survival data are analyzed with the use of Gompertz
plots, the major difference between the two strains lies in the
decreased value of qo (the y-intercept) and not in any signifi-
cant change in the slope of the calculated line (Witten and
Arking, in preparation). According to Sacher's (1977, 1978)
interpretations of the Gompertz relationships, the value of qo
reflects the innate vigor or genetic constitution of the organ-
ism while the slope of the line reflects the rate of aging. The
logical deduction is that the affected genetic constitution of
the L strain has no effect on the rate of aging, but only on the
time when it begins. This tentative interpretation will be more
rigorously analyzed elsewhere (Witten and Arking, in prepara-
tion).

Given these observations, it seems reasonable to conclude that the genetic
system for which we have selected brings about an increase in the lifespan
via an extension of one specific stage of the life cycle--and not via a
non-specific "rubber band" like extension of the entire life cycle. This
interpretation leads us to further deduce that the mechanism regulating
the onset of senescence must be functioning as a temporally specific
genetic switch. This important concept will be discussed in more detail
below.

It is noteworthy that the selection experiment was done exclusively
by measurement and overt selection through the female sex, yet the male
lifespans also were altered in a manner identical to that of the female
(Figure 4).

This selection experiment was successful but its design was not
original. A similar approach was adopted by Lints and Hoste (1974, 1976)
and by Rose (Rose and Charlesworth, 1981; Rose, 1984); Lints' group did
not obtain any genetically based increase in life span while Rose and his
colleagues had results comparable to ours. The differences in the results
obtained from superficially similar experiments must be addressed and
understood. In addition, one would want to understand why the high larval
density regime was more successful in supporting the selection of long
lived animals than was the low density regime (Figure 1), and why it was
not possible to select for short lived animals under conditions in which
selection for long life was successful. We have elsewhere reviewed these
several different genetical approaches to experimental gerontology and
given a developmental genetic explanation as to why our efforts were
successful and others were not (Arking and Clare, 1986). We suggested
that the use of high *larval density is essential to disrupting the devel-
opmental homeostasis normally preventing the expression of the inherent
genetic variability in life span. It is the phenotype, as an integrated
expression of environmental and genomic interactions, which bears the
effects of natural selection. If there is no phenotypic variability, then
there exists no material on which selection might work. Developmental
homeostasis, or "canalization" in the terminology of Waddington (1940),
suppresses the expression of existing genomic variability by producing a
relatively constant, or normal, phenotype. An idea of the mechanism that
underlies this concept was provided by the dynamic model of gene flux
developed by Kacser and Burns (1982) as discussed by Arking and Clare
(1986). The work of Riska et al. (1984), for example, clearly shows that
initial genetically and environmentally determined differences in growth
rates of mice are progressively reduced by the convergence of their
trajectories so as to yield a restricted range of "normal" phenotype. To



be effective, artificial selection experiments must uncover the existing
genetic variability present in each generation by destabilising those
developmental processes involved in canalization and allowing the produc-
tion of phenotypes which may be acted upon by selection (Luckinbill and
Clare, 1985). Another observation supporting the efficacy of high larval
density is the recent report of Luckinbill and Clare (1986) that there
exists a density threshold for the expression of longevity in genetically
identical animals such that long-lived animals reared at a low density
have a decreased longevity relative to their sibs raised at high density,
but one which is still longer than that of the controls. The important
point is that low larval density reduced both the penetrance and the
expression of the long lived phenotype, and does so by means of standard
genetic mechanisms. The differences between the several experiments can
now safely be attributed entirely to procedural differences, and not to
any odd genetic mechanisms.

Our indirect selection for short life was ineffective in producing a
strain of short-lived organisms, regardless as to whether it was imple-
mented with high or low larval density. This observation led us to try to
create short lived strains by direct selection in which we bred from the
offspring of the shortest lived females (Arking, 1987). It proved rela-
tively easy to obtain short-lived individuals but impossible to develop
strains from them, as they were not healthy and often died out within a
generation or two. This raised the possibility that a healthy short lived
strain may be a contradiction in terms. In fact there may be a minimum
species life span, in much the same way as there is a maximum species life
span. If an organism is put together in a minimally effective manner such
that it has no gross abnormalities and its various organ systems are
coordinated with one another, then it has the intrinsic ability to survive
for a certain amount of time. Decreasing this minimum time may destabi-
lize the organism's intrinsic homeostasis and it may not be possible to do
this without simultaneously creating conditions that will cause the animal
to die. Kirkwood's ideas (1987) regarding the evolutionary balance in
energy allocation between germ line and soma may shed further light on
this suggestion. This hypothesis implies that Drosophila melanogaster is
living at or near its normal minimum species life span: this deduction
may be consistent with the expectations of evolutionary theory (King,
1982). Should the concept of a minimum species lifespan be valid, then
one might suggest that mutants bringing about an accelerated aging may
exert their effects in a very different manner and at a very different
level than do mutants causing an increased life span. Their analysis may
give us insight into the different types of genetic mechanisms involved in
regulating the aging process in Drosophila. Both Baird and Liszczynsky
(1985) as well as Grigliatti and his colleagues (Grigliatti, 1987; and
Leffelaar and Grigliatti, 1984) have described sex linked temperature
sensitive mutants in Drosophila which appear to reduce lifespan via an
apparent acceleration of aging.

The fact that the selection experiment was successful implies that
the selected phenotype is under some form of genetic control. There are
certain observations that support and extend this implication.

First is the commonly agreed upon standard (Balin, 1982) that the
goal of identifying a basic aging mechanism for lifespan extension
requires that the longest lived survivors live to some point clearly
beyond the maximum life span reported for the species under optimal
conditions. The results of the experiment more than fulfill this cri-
terion, the 77 day mean lifespan of the NDC-L F25 females clearly exceeds
the LT90 lifespan of 68.5 days (F9) observed in any generation of the R



strain (Figures 2 and 3; also Table 1, in Arking, 1987). Therefore, the
significant increased longevity is not due to a decrease in premature
deaths or any other such similar cause but most likely has arisen via a
genetic alteration to a basic aging mechanism.

Second, continued selection has proven to be effective in bringing
about a continuous increase in the lifespan. There has been no diminution
in the rate of change of the phenotype; indicating that the genetic
variability of the population (implied by the success of the experiment)
has not yet been exhausted by the selection process.

Third, reversed selection applied to five generations of the long
lived strain (F20 to F25) resulted in a 12% decrease of the mean lifespan
(Luckinbill and Clare, 1985). This ability to alter the phenotype follow-
ing an alteration in the genotype further suggests that the difference
between the two strains is due to allelic differences in the genes con-
trolling this quantitative trait.

Fourth, additive inheritance for the phenotype of long life has been
convincingly demonstrated by Clare and Luckinbill (1985) in a very inter-
esting two part experiment. First, they measured the lifespan of recipro-
cal F, hybrids arising from a cross between an L line parent and an E
line parent when raised under NDC conditions. The F.'s lifespan of ca. 65
days was almost exactly intermediate between the E line lifespan of ca. 53
days and the L line lifespan of ca. 77 days. The second part of this
experiment involved raising the F1 hybrids at a low larval density.
Surprisingly under these conditions the mean lifespan of such animals (ca.
57 days) was statistically identical with that of the short-lived parent.
These data suggest that the normal or shorter lived trait is dominant
under density controlled conditions but acts in an additive fashion under
high larval density conditions (Clare and Luckinbill, 1985). Thus the
genes controlling this delayed senescence may be modulated by specifically
changing the environment in which the larvae are raised.

The most convincing evidence for genetic control would be to local-
ize, map and characterize the gene(s) involved. We are engaged in local-
izing the chromosomes involved, using an approach requiring a controlled
replacement of each major chromosome (Dapkus and Merril, 1977). Our pre-
liminary data suggest that the gene(s) responsible for the expression of
the long lived phenotype are mostly located on the third chromosome, but
that their expression may be modulated by at least a gene(s) on the second
chromosome. It does not appear as if a large number of genes are involved
in the genetic regulation of lifespan in Drosophila: a statistical anal-
ysis of the lifespan data suggests about 5 to 8 genes (Witten and Arking,
in preparation). The tentative localization of these several genes on
one chromosome raises the possibility of there existing a single gene
cluster, or at least a single regulatory gene site controlling a number of
contiguous genes. Luckinbill, (personal communication) believes that only
one genetic factor may be involved, and this suggestion is compatible with
the known data. Although we have not yet succeeded in mapping the gene(s),
it seems reasonable to conclude that these selection experiments have
identified a gene system responsible for the control of longevity.

There are two separate approaches one may raise in analyzing this
life extension mutant. One approach would be to characterize the strain
from a genetic point of view; the other would involve an examination of
the processes known or suspected of being able to modulate lifespan. The
results of such a two pronged investigation would allow us to begin
sketching in the overall genetic architecture of the system.



EXAMINATION OF PHYSIOLOGICAL DIFFERENCES BETWEEN NORMAL AND GENETICALLY
BASED LONG LIVED STRAINS

Loeb and Northrup (1917) were among the first to report that poikilo-
thermic insects such as Drosophila showed an inverse relationship between
adult lifespan and ambient temperature. This observation was incorporated
by Pearl into his theory (1928) as a strong predictor of the existence of
an inverse relationship between metabolic rate and aging. Of necessity,
the experiments that tested this prediction were designed to indirectly
vary the metabolic rate (by varying ambient temperature and/or physical
activity), and then measured such effects on the lifespan (Sohal, 1986).
The predicted relationship was sustained by normal flies and by short
lived flies (Trout and Kaplan, 1970), but no tests have been done to
determine if the metabolic rate relationships would adequately predict the
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Figure 4. A graphical representation of the effects of different
ambient temperatures on adult longevity, as indicated by
the LT 0 survival times. All animals were raised under NDC
conditgons. L and R as in Fig. 1. I = animals raised from
egg to adult eclosion at 25°C and then shifted to the
indicated temperature for the remainder of their adult
life; E = animals raised at the indicated temperature from
oogenesis through death. Note that the temperature manipu-
lations can affect lifespan of each strain but cannot over-
come the genetically based higher longevities of the L
line. (From Arking et al., 1987a).



Table 1 Lack of Effect of Developmental Time On
Adult Lifespan Parameter

Strain Developmental Period LT10 LT50 LT90
1L18 12.5 + 2.5 63 109 131
EL18 22.0 + 7.0 75 98 136
IR18 12.5 + 2.5 54 78 101
ER18 25.0 + 7.0 52 78 109

“From Arking et al., 1987.

mechanism by which lifespan could be significantly extended. We were very
interested in determining how a known and effective environmental input,
such as temperature, fit into our postulated mode of an environmentally
sensitive genetic switch.

The structure of our experiment was quite simple (Arking et al.,
1987). We measured the male and female metabolic rates (expressed in
ul0,/mg/hour) for replicate populations of both the R and the L strains at
each of four different ambient temperatures (18°, 220, 25° and 28° C). In
addition, each strain at each temperature also was tested for the effects
of developing at either 25°C or at the same temperature at which it would
spend its adult life. Our results are based on the analysis of 16 defined

experimental groups.

Our fundamental finding from this experiment is shown in Figure 4,
where the LT90 values are seen to vary in the same manner when plotted as
a function of sex, strain, developmental treatment, and ambient tempera-
tures. Several conclusions can be drawn from these data. First, as
expected from the past reports (see Sohal, 1986, for references), there
exists an inverse relationship between ambient temperature and lifespan.
Second, both sexes of the L lines live significantly longer than do the R
lines at each of the temperatures. Thus, the temperature treatments are
clearly incapable of overcoming the genetically based interstrain differ-
ences. We conclude that the environmental and genetic treatments exert
their effects on lifespan by affecting separate physiological compart-
ments. We conclude further that their effects are additive. Third, there
is no consistent nor significant difference in adult lifespan between the
developmental treatments for either strain at any temperature. This
finding, that a doubling of the development time had no discernible effect
on adult lifespan (Table 1), was important and unexpected. The relation-
ship between lifespan and developmental time long has been unclear (Lints
and Lints, 1971; Bourgois and Lints, 1982), and it simplifies matters to
realize that it is unimportant, at least in this system. Our findings
confirm the recent report of Economis and Lints (1986) who observed that
adult lifespan is roughly independent of developmental temperature.
Furthermore, this finding makes clear that temperature has no effect
during larval life, but appears to exert its effects only during
adult life.

We measured metabolic rate in these different experimental groups
(Arking et al., 1987). Figure 5 depicts the lifetime variation in the
measured metabolic rate for each sex of the two strains at 22°C. The
pattern of the male metabolic data (not shown) is similar to, although
slightly lower than, that of their female sibs. There are no other
obvious sexually based metabolic differences. In most cases, the L strain
animals have an apparently higher metabolic rate than their corresponding
R line controls. The overlapping standard deviations suggest that this



increased rate is not statistically significant; in fact, the higher
metabolic rate of the L lines almost disappears at 18 C (Arking et al.,
1987a). However the consistency of the higher metabolic rate of the L
lines suggests that there may be some increase in a specific metabolic
compartment which our total body measurements can detect but only at a low
level of resolution. In general, the metabolic rates for both strains at
all temperatures reach a maximum during the second week or so of adult
life and then gradually decline. There does not appear to be any immedi-
ately obvious alteration in metabolic rate that might be expected if a
simple genetic switch were operating.

These impressions are confirmed when one compares the Mean Daily
Metabolic Rates (MDMR) calculated for each strain, sex, developmental
treatment and temperature (Figure 6). In general, there is a straight
line relationship between these several factors with no obvious statis-
tical difference between any member of this family of curves. The slope
of these lines are opposite to those depicting the effect of temperature
on life span (Figure 4). Animals raised at a low temperature have a lower
MDMR and a longer lifespan that do animals raised at a higher temperature,
in agreement with the findings of many other workers. What is surprising
in our results is that there is very little, if any, difference in the
MDMR between normal lived animals and genetically selected long lived
animals. Long life involves something more than simply counting calories.
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Figure 5. The top panel shows the measured metabolic rate at 22°C
throughout the lifetimes of the L females and of the R
females, both raised under I conditions. The bottom panel
shows the measured metabolic rates throughout the lifetimes
of the L females and of the R females, both raised under E
conditions. Abbreviations as in Figures 1 and 4. The
vertical bars are the standard deviations. (From Arking et
al., 1987).
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Figure 6. The variation on the mean daily metabolic rate (MDMR) as a
function of strain, developmental conditions and adult
ambient temperature. There appears to be no statistically
significant difference in the metabolic response of the two
strains to changes in these parameters. (From Arking et
al., 1987).

USING BIOMARKERS OF AGING AS AN INDEPENDENT MEASURE OF PHYSIOLOGICAL
CHANGES

Part of the difficulty in understanding the significance of infor-
mation such as the metabolic data lies in the fact that the only biologi-
cal measure of aging utilized in this experiment are those based entirely
on survival data. It is very difficult to reliably sort out true age
dependent processes from mere time dependent phenomenon. For example, our
determination of the time of onset of senescence, a value which is essen-
tial to the logic of our biphasic gene model of lifespan regulation (see
below), is based entirely on the LT, survival time. We needed to develop
a biological marker of the animal's physiological age, one that would
allow us to critically test the predictions of the biphasic gene model
without resorting to chronological survival data. As discussed elsewhere
(Arking et al., 1987), we discovered that a decrease in fertility and
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Table 2. Evidence that the Delayed Onset of Senescence is

Correlated with the Delayed Onset of Loss of Female Fertility1

Mean Age at Time of Length of
Strain Fertility Drop Fecundity Drop Death Senescent Period
L 59.9 61.9 70.9 11.0
R 36.8 41.3 48.8 12.0
Delay
(L-R) 23.1 20.6 22.1

“From Arking, 1987.

fecundity is a widespread and reliable indicator of the onset of senes-
cence and the impending death of that female. It is widespread since 83%
of the R line females and 100% of the L line females display this decline
several days prior to death. It is reliable since fewer than 9% of the
affected females of either strain can be designated as false positives.
In addition, there is an excellent correlation (r>0.82) between the length
of time of the period of decreased fertility and that of decreased fecun-
dity in the individual females of either strain. We have identified a
quantifiable and vital physiological process which can serve as a true
biomarker of aging. Table 2 gives us some insight into the physiological
processes affected by the selection regime for long life. It may be seen
that in both strains there is an 11-12 day interval which elapses between
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Figure 7. The correlation in days between the length of the delayed
drop in fertility of the L line relative to the R line at
four different ambient temperatures, and the length of the
delay in the mean time of death of the L line relative to
the R line at each of these temperatures. The dotted line
is that expected for a perfect correlation between the two
parameters. (From Arking et al., 1987b.)
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the mean age at fertility decrease and the mean age at death. This
suggests that the physiological processes characteristic of senescence
that are set in motion by decreased fertility and which culminate in death
are similar if not identical in both strains. What is even more striking
is that the 23-day delay in the mean age of appearance of these reproduc-
tive biomarker in the L strain relative to the R strain almost exactly
corresponds to the 22-day delay in the mean age at death in the L strain
relative to the R strain. This information independently suggests that
the increased lifespan of the L strain has come about through an extension
of the pre-senescent phases of the adult life span, resulting in a con-
comittant delay in the time of onset of these biomarkers characteristic of
later life. Furthermore, the processes affected are ones which occur
prior to day 36 of adult life in the R strain. The biomarker information
is entirely compatible with the concept of a genetic switch controlling
the onset of senescence in adult life, and with the interpretation that
our selection regime has simply delayed the time of operation of this
genetic switch.

If our suggestion is correct that these biomarkers are measuring the
rate of aging, then it logically follows that their expression should be
modifiable by the environment. The simplest environmental manipulation
capable of substantially altering the life span of poikilothermic inverte-
brates is temperature. It was of great interest to determine whether, and
in what manner, the expression of these biomarkers would be altered as a

Figure 8. A comparison of the mean daily egg production as observed
in the R strain (F 2 N=87) and in the NDC-L strain (F2 s
N=66). The R stragn females produce 1195.4 eggs/female}
lifetime, or 24.5 eggs/female/day of mean lifetime. The
NDC-L females produce 1514.4 eggs/female/lifetime, or 21.4
eggs/female/day of mean lifetime. The 13% reduction in
daily fecundity of the L strain is more than compensated by
the 46% increase in its mean lifetime, resulting in a 26.7%
increase in lifetime fecundity of the NDC-L strain relative
to the R strain. These data imply that the L line should
out compete the R line. Since there do not appear to be
any naturally existing L strains in the wild, this then
implies that the effects of the early eggs on inclusive
fitness are probably greater than are the effects of the
later eggs. (From Arking, 1987).
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function of lifetime ambient temperature. As shown in Figure 7, (Arking
et al., 1987b), there exists a very tight correlation (r=0.987, P>0.001)
between the temperature dependent delayed expression of the biomarker in
the L strain relative to the R strain, and the delay in the mean time of
death of the L strain relative to the R strain, across a wide range of
physiological temperatures. Therefore we conclude that the fertility and
fecundity decrease that we characterized is a true time-independent but
age-dependent biomarker of physiological aging in Drosophila. We tested
this conclusion by examining our data to see if the age at which fecundity
dropped for a number of individual females could be used to reliably
predict the lifespan for each of these individuals. The correlation
between the actual lifespan and the predicted lifespan is very high
r=0.799, P<0.001). Although it is still far from being a perfect predic-
tor (since this value overestimates the shorter lifespans and underesti-
mates the longer lifespans), the data strongly suggest that this particu-
lar suite of biomarkers is reflecting the rate at which an important
age-dependent process is taking place (Arking et al., 1987b).

The very nature of the biomarkers involved indicates the involvement
of the reproductive process in the aging process. We examined the repro-
ductive effort of females of these two strains (Figure 8) (Arking, 1986).
The data indicate that the L strain lays fewer eggs/female/day than the R
strain for the first two days of adult life, an essentially equivalent
amount to the R strain for the subsequent 15 days, and thereafter lays
more eggs/female/day than the R strain until the end of the reproductive
period. The early reproductive superiority of the control strains rela-
tive to the L strains was previously noted and reported as evidence
supporting the pleiotropic gene hypothesis (Luckinbill et al., 1984;
Luckinbill and Clare, 1985). The pattern of egg production in Figure 8
suggests that the R line enters reproductive decline at about day 38 while
L line enters this phase at about day 54. It is of interest to note that
the comparable estimates for the onset of senescence, based on survival
data only, are days 31 and 57, respectively (Arking 1987). The data in
Figure 8 also suggest that the L animals have evolved a plateau phase of
reproduction extending from about day 25 to day 40, during which the
females have a consistent output of about 20 eggs/female/day. The R line
females exhibit no such plateau phase but appear to transit directly from
their peak production phase to the declining senescent phase. We believe
that the key to understanding the mechanism by which lifespan has been
extended may involved this effective extension of the reproductive period
in the L line females, and we shall return to this point in more detail.

If the suite of biomarkers that we have identified actually reflected
the onset of senescence, then one might expect that physiological pro-
cesses other than those associated with reproduction also would be
affected. This prediction is especially forceful, since decreased repro-
ductive activity in and of itself should not result in an increased
probability of dying. In fact, quite the opposite is true (Partridge and
Farquhar, 1981; Aiguki and Ohba, 1984). Given this situation, it is clear
that decreased reproductive activity is a necessary but not a sufficient
indicator of the onset of senescence. We therefore re-examined the
metabolic data from this new perspective and calculated the MDMR of the R
and the L females during the presenescent and the post-senescent intervals
of their adult life, using the age of biomarker expression as the
physiological indicator of the time of onset of senescence (Arking et al,
1987b). The results of this analysis are shown in Table 3. The MDMR of
either strain is significantly higher in the pre-senescent phase than in
the senescent phase. In other words, the pre-senescent R and L animals
are much more similar to one another than they are to the post-senescent
stage of the same strain. Essentially similar results are obtained when
these strains are tested at other ambient temperatures (Arking et al.,
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Table 3. Relationship Between Biomarker Defined Pre-Sensescent
and Senescent Lifestage Phases and Metabolic Rate

Temperature Strain MDMR Prior to MDMR After %Change
Fecundity Drop Fecundity Drop

25° R 105.4 60.9 -42.2
L 112.1 76.9 -31.4

“From Arking et al., 1987.

1987b). This finding implies that there is no obvious difference in the
overall physiology of the R and L strains, save that the latter genet-
ically delay the onset of senescence. These data strongly support the
view that longevity is an intrinsic, genetically programmed process.

None of the above findings should be misinterpreted as suggesting
that the drop in fertility is the cause of the subsequent senescence and
death, for it is more than likely that the two processes in fact are only
indirectly connected. It is certainly plausible that the extended life-
span might be due to a genetically programmed delay in the time at which
certain neuroendocrine functions would decrease below threshold values.
These decreases might result in a decreased juvenile hormone titer and a
consequent impairment of vitellogenesis (Postlewait and Handler, 1979).
This impairment would first manifest itself as an increase in the fre-
quency of functionally abnormal eggs and only later as a decrease in the
daily numbers of eggs produced by the senescent female. This prediction
is coincident with our empirical observation of an initial drop in fertil-
ity followed by a decrease in fecundity (Arking, 1987; Arking et al.,
1987b). The actual causes of death itself, however, need not be due to
this particular neuroendocrine driven reproductive decline. This identi-
cal process cannot be the causal factor in males. At the present time, we
suggest that death may logically be attributed to some other neuroendo-
crine mediated process which is present in both sexes and is essential to
somatic repair and maintenance.

The metabolic data which we have presented led us to conclude that
the long lived L line animals do not bring about their increase in longev-
ity by husbanding their calories. They expend slightly more energy than
do the controls on a daily basis (Figure 6), yet they manage to live
significantly longer (Figure 4). Clearly, the mechanisms that bring about
long life are working through some other process. This conclusion is not,
however, equivalent to stating that our data disprove the predictions of
the rate of living theory, nor do they disallow a role of metabolism in
the regulation of longevity. Sohal (1986) pointed out that a contemporary
interpretation of this theory requires us to redefine the theory's predic-
tions to read: "The rate of aging is directly related to the rate of
unrepaired molecular damage inflicted by the by-products of oxygen metabo-
lism, and it is inversely related to the efficiency of antioxidant and
reparative mechanisms." This redefinition stops us from examining broad
and general processes such as the overall metabolic rate and instead
focuses our attention on specific mechanisms, such as the various anti-
oxidant repair mechanisms suspected of playing a vital role in the aging
process. We believe it to be more than coincidental that a null mutant
recently isolated at the cSOD locus in Drosophila melanogaster has been
reported as being a short lived semi-lethal mutant (Hilliker et al.,
1986).
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DEVELOPMENT OF A GENETIC MODEL

The problem facing us is to be able to integrate these environmental,
physiological and genetical results into a coherent, logical and reason-
able model. Creation of such a model runs the not inconsiderable risk of
generalizing beyond the data. The risk may be amply repaid, however, if
the model serves to organize and to guide the experiments designed to
disprove the theory. This is in keeping with Whitehead's advice (1919) to
"Seek simplicity and distrust it." What follows, then, is our current
view of the genetic and physiological interactions which together might
regulate the longevity of Drosophila (Figure 9). It should be viewed as a
plausible hypothesis waiting to be disproved; not as a fact which has been
verified.

During larval life, there takes place a gene-environment interaction
which programs the organism with respect to the eventual time of onset of
the senescent period (Clare and Luckinbill, 1985). This appears to
require the specific environmental input of high/low larval density, thus
it is possible that it might involve some specific metabolic product(s).
The genes involved in this interaction are termed the larval stage genes.
A logical analysis of their F1 hybrid longevity data leads to the conclu-
sion that these genes must be composed of both cis- and trans- acting
regulatory genes. These larval stage regulatory genes are postulated to
regulate the time of repression of the adult stage structural genes. The
genes which bring about the onset of senescence are believed to act during
adult life, at a time prior to the onset of senescence (Arking, 1987).
These adult stage genes may be structural genes, and may or may not be
contiguous to the larval stage genes. The timing of the onset of senes-
cence (i.e., gene repression) appears to be controlled by the larval stage
regulatory genes. The structural genes presumably affect processes which
are suspected on the basis of other evidence to be causally involved in
controlling the aging process. The intimate involvement of the reproduc-
tive process in the onset of senescence, strongly argues for the involve-
ment of the neuroendocrine system since it is this system which appears to
regulate the female reproductive activities (Jowett and Postlethwait,
1980). It is possible therefore that the adult stage genes may be exert-
ing their effects through the neuroendocrine system, thereby leading to a
strain specific onset of senescence. Our data (Figure 4) strongly suggest
that the effect of temperature on lifespan is mediated in an additive
manner through some mechanism or compartment other than the genetic one:
hence, our suggestion that the ambient temperature is working at the
neuroendocrine level or later. The neuroendocrine changes, however they
are brought about, lead to a reproductive senescence and physiological
senescence. These are envisioned as being two separate processes that may
well share some common early step which functionally links them together.
The reproductive senescence in the female, is postulated to be mediated
via juvenile hormone regulation of oogenesis. The physiological senes-
cence, which presumably operates through the same mechanisms in both
sexes, may be mediated through the neuroendocrinological regulation of
anti-oxidant enzyme concentrations and/or activities. The failure of such
presumably important repair and maintenance activities may play the most
important role in bringing about the decrement of physiological functions
known as senescence. For example, the ca. 30% drop in MDMR observed in
post-senescent animals of either strain (Table 3) might result from oxygen
byproduct damage to the mitochondria. In this view, senescence itself
does not appear to be under direct genetic control, but may be determined
in a stochastic manner. Once the processes that constitute senescence
have been set in motion by the gene system described here, then the length
of the senescent period may be the resultant of the organism's past
physiological history. This speculation is consistent with our informa-
tion on the temperature dependency of the senescent period (Figure 7) and
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its approximately equivalent length, in both the R and the L strain
(Figures 2 and 3). The non-identity of the mechanisms controlling the
pre-senescent and the senescent periods suggests that very different
interventions will be required for the modification of each phase of the
life cycle.

There is strong evidence in a variety of organisms that suggests the
widespread existence of gene systems formally similar to that described
above. For example, Paigen and his collaborators showed that a trans-
acting regulatory locus (Gus-t) within the b-glucoronidase gene complex of
the mouse controls the temporal sequence of gene activity at this locus
and also displays additive inheritance (Luis et al., 1983). There is a
formal similarity between this system and our own model. The Gus locus is
a single gene locus. The similarity in the patterns of additive inheri-
tance seen at that locus and in our own data should caution us from simply
assuming that multiple genes must inevitably be involved in the genetic
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Figure 9. A model for the genetic regulation of senescence and lon-
gevity as deduced from the several experiments presented in
this paper. It is based on the premise that longevity is
inherited and is controlled via the timing of the onset of
senescence. There are two phases of gene action, larval
and adult. Environmental factors are believed to act on
the larval stage regulatory genes and this interaction
results in a temporal programming of the adult stage struc-
tural genes, which may or may not be contiguous to the
larval stage genes. Repression of previously active genes,
particularly those affecting the neuroendocrine system,
might bring about reproductive and physiological senes-
cence. Senescence itself is not postulated to be under
genetic control and may well be a stochastic process depen-
dent on the organism's past history (After Arking, 1987).
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control of delayed senescence. The data are compatible both with single
gene models, as evidenced by the mouse work, or with models involving only
a small number of genes (Thompson, 1975). In addition, similar trans-
acting temporal gene systems have been described for mouse b-galactosidase
(Luis and Paigen, 1978); mouse a-galactosidase (Berger et al., 1979);
Drosophila amylase (Abraham and Doane, 1978); maize catalase (Lai and
Scandalios, 1980); and maize alcohol dehydrogenase (Scandalios et al.,
1980). These systems are able to produce age-dependent tissue specific
changes in the transcriptional activity of structural genes and thus may
be viewed as primed examples of the type of system involved in the genetic
control of senescence. In addition, Cutler's work on the evolution of
longevity has led him to conclude that the observed increase in mammalian
lifespan is almost certainly the result of regulatory gene evolution
(Cutler, 1982).

Thus our model flows logically from the data and is consistent with
the experimental and theoretical conclusions obtained by other researchers
with other systems. The similarity in the genetic architecture between
these different biological systems give us hope that the study of aging in
Drosophila may lead us to insights regarding the genetic control of aging
and senescent in other organisms. Can we interpret this as portending
that there actually exists one universal mechanism of aging? We can, but
we should not. There is no one single mechanism by which a fertilized egg
transforms itself into an adult. We are acquainted with the different
methods of cleavage and germ layer formation, that together lend diversity
to the study of embryos. There is no a priori reason to believe that
there will not similarly be a multiplicity of aging mechanisms. On the
other hand, it is incumbent to point out that there is not an overwhelming
number of different paths that eggs traverse in their journey towards
adulthood. The tens of thousands of animal species do very nicely with a
very finite--even small--number of basic developmental mechanisms.
Furthermore, the existence of "homeoboxes" and their role in gene pro-
cesses controlling embryonic segmentation in both dipteran and mammalian
embryos suggests that even the few diverse developmental processes may
retain genetic traces of their common evolutionary heritage. Thus, our
reasoning by analogy (a risky business in any event) suggests that there
may exist a small number of different aging mechanisms. The model pro-
posed in Figure 9 might illustrate the outlines of only one such mechan-
ism. One intriguing aspect of this model is that its overall genetic
architecture is similar to the overall architecture of the mechanisms
independently suggested as being operative in mammals, in the sense that
it integrates the regulatory genes (Cutler, 1982) with the neuroendocrine
system (Finch, 1985) while still allowing for environmental modulation.

As stated elsewhere in this volume (Templeton, 1987), it is not clear
as to whether the genes involved in aging will prove to be "aging genes"
or simply "genes with aging effect." Our model and the data on which it
is based can be made compatible with either point of view. Perhaps our
future researches will permit us to rephrase the questions and move away
from dichotomous dilemmas.

The other more important aspect of interest is that the model sets up
specific and testable predictions. Our model (Figure 9) undoubtedly
contains both major and minor errors, both of omission and commission.
For example, it does not spell out the details of gene regulation nor is
it clear how this gene system would be integrated with the already identi-
fied gene system believed to bring about accelerated aging in the adult
Drosophila (Baird and Liszczynsky, 1985; Leffelaar and Grigliatti, 1984).
But it does suggest, for example, that there should exist a discrete
larval period during which the larval stage genes may be programmed by
specific environmental cues, and that after this period, one might expect
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the environment to be without effect on lifespan. It further predicts
that the central nervous system is involved, a finding consistent with the
observations of Grigliatti (1987), that antioxidant enzyme values should
show significant alterations only after the time of fertility drop, and so
forth. Therefore it is the specificity of the predictions made by the
model which are important, for by focusing our research efforts on these
predictions, it may be possible to refine the errors out of our concepts
and thereby perhaps gain a more accurate perception of reality.

It is appropriate to end this review in the same manner as I started
it, with a quotation from Weismann (1891): "And so, in discussing this
question of life and death, we come at last--as in all provinces of human
research--upon problems which appear to us to be, at least for the pre-
sent, insoluble. In fact it is the quest after perfected truth, not its
possession, that falls to our lot, that gladdens us, fills up the measure
of our life, nay! hallows it."
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INFORMATIONAL STRUCTURE OF THE DEVELOPMENTAL TREE OF

MULTI-CELLULAR ORGANISMS

Simon Y. Berkovich

The George Washington University
Washington D.C. 20052

INTRODUCTION

From an abstract mathematical point of view, an evolving organism at
the cellular level can be described in terms of developmental trees where
cells can be conceived of as terminal nodes of a binary tree initiated
with a zygote as a root. Information associated with the process of cell
differentiation can be expressed by means of labeling the branches of the
developmental tree. Specificity of a given cell is determined by the
history of its divisions which is represented by a path leading to this
cell from the root. In this paper a formal scheme for the construction
of a developmental tree is considered and its several biological
implications are discussed.

A specific feature of a cell system is that it is a dynamic
population of elements with a distributed control. This type of control
in a developing organism implies that each cell must be equipped with its
own "memory" mechanism to keep track of the history of divisions. The
idea of the presence of such a mechanism, the internal cellular clock,
was promoted by Hayflick's' discovery on the limited division resources
of normal cells. The biological significance of the internal cellular
clock is two~fold. On one hand, it is involved in the control of cell
differentiation and organism development. On the other hand, it
determines a limit on cell division and thus establishes the upper bound
on the longevity of multi-cellular organisms, supposingly this mechanism
is required for regulating the constancy of cell populations.

This paper considers a hypothetical cell-labeling mechanism for the
developmental tree of multi-cellular organisms previously analyzed.2 It
is assumed that the process of copying DNA is associated with changes
which represent not random errors but predetermined information-carrying
messages. The cell-labeling information is supposed to originate because
the DNA strands are complementary rather than identical. Thus, in the
course of semiconservative replication, a pair of copied DNA strands can
carry different information content to newly created pairs of
chromosomes.

Daughter cells receive random combinations of copies of each
individual chromosome from their mother cells. The control information
accumulated in the internal cellular clock is created by independent
combinations of these choices. Some possible patterns of chromosomal
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interactions performing clock functions were analyzed by means of
mathematical theory of reliability and were compared with the Hayflick
limit on cell division (50 t 10). This allows us to estimate the
replicative potential of individual chromosomes.

The developmental tree is considered in two extreme situations
combining the two apparently different phenomena of cancerogenesis and
monozygotic twinning. Failure of the internal cellular clock removes the
limitation on replication resources of dividing cells, a factor
stabilizing constancy of cell populations and supposedly preventing
cancerogenesis. The model yields estimates for the cumulative and
threshold effects in this process. In particular, it was found that in
this model the threshold value for a carcinogenic factor is approximately
inversely proportional to Hayflick's limit for different species. The
suggested cell-labeling procedure provides similar labeling for some
classes of cells, contributing to their biochemical equivalence. Under
certain circumstances the equivalent labeling can be provided to the
zygote's offsprings. This is considered as a necessary condition for
monozygotic twinning. The model predicts that the probability of the
appearance of monozygotic twins equals an integer power of 1/2. Analysis
of the available data gives some support to this result.

A MODEL OF CELL-LABELING PROCEDURE

To explain the origin of non-symmetry of cells at the microlevel, we
accept the hypothesis that the process of cell division is associated
with some registration of DNA replication. A logical scheme is developed
here for the cell-labeling procedure based on this hypothesis. The
question about the physical nature of the hypothetic DNA changes during
replication is open. For example, one may rely on the hypothesis of a
so-called marginotomy, according to which the copied DNA wundergoes
shortening,’ or developmental clocks may depend on the enzymic
modification of specific bases in repeated DNA sequences as suggested by
Holliday and Pugh.* The cell-labeling ability of this process which
determines the non-symmetry in the information content of daughter cells
arises because the nucleotides in DNA molecules are arranged in
complementary strands. Hence, the hypothetical replicative changes
appear in different components. Such a type of hypothesis has been
supported by recent experimental findings by Klar.®

Let a chromosome in the original cell with two complementary strands
of DNA be denoted as AB (Fig. 1). After the first division there will be
cells containing AB' and A'B ('denotes a newly formed strand). After the
second division there will be cells containing AB', A"B', A'B", and A'B.
If one strand accumulates i changes, then its complement may have only
(i-1) or (i+l) changes. This scheme of DNA labeling is similar to that
considered by Wassermann® for his process algorithm in semiconservative
replications.

The described process of DNA replications only partially traces the
history of their states because various paths may lead to the same
collection of changes. This mechanism of the internal cellular clock
creates certain equivalent classes of cells. It provides an approximate
count to the number of cell divisions.

The termination of function of a chromosome in the clock mechanism
is assumed after a finite number of replications. However, the exhaustion
of the replication resource of a certain chromosome need not be followed
by a cell's death because the state of this chromosome may be
non-essential for the functioning of the cell. One may assume different
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structures of interaction of chromosome changes from the point of view of
their influence on the cell's functioning. The performance of such

kinds of structures using the ideas and techniques of the mathematical
theory of reliability was investigated by Berkovich.?2 A summary of
these results is presented here.

PROBABILITY CHARACTERISTICS OF THE CELLULAR CLOCK FUNCTIONING

First, one has to determine the probability of faultless performance
of a chromosome in the course of its reproduction. Let us denote this
probability after m replications by p(m). The total number of a cell's
descendants after m divisions will be 2M™. The portion of them containing
a given chromosome, say AB, with i and itl changes; i.e., Alpitl apq
Al*1Bi | is denoted by Qp(i,i+l). As a result of the first division, two
new cells appear, each having in a given chromosome the original DNA and
a copy with one change; i.e., Q1(0,1)=2, Q2(0,1)=2, and Q2(1,2)=2 (see
Fig. 1). The subsequent values of Qu(i,i+1) will arise according to the
rule of construction of Pascal's triangle, so that

m-1
Q,(1,1+1) = 2(°}%). (1)
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Chromosomes labeling mechanism
of the cellular clock model
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Let the replication resource of a chromosome be r; i.e., its
performance will not fail until the number of changes in DNA exceeds r.
Then p(m) under the assumption r>>1 may be written as

(2r-m)
— VYm 2
p(m) = 1/¥2n [ exp(-x°/2)dx. (2)
-

The mean time to first failure (MITF) for an element with a known
probability of faultless performance, p(m), is represented by the
integral:

L]
MITF = [ p(m)dm. (3)
o

Changing the order of integration of (3), we obtain a relationship
between r and a mean number of possible replications of a chromosome
(@) as:

m=2r +

D=
.

(4)

1f P designates the reliability of an element (a chromosome), then
the reliability of the system as a whole (the cellular clock) will be
represented by the so-called reliability function, h(p). To obtain an
estimate for a replicative resource of a chromosome, we will consider
different possible variants of the cellular clock mechanism with some
structures of chromosome interaction typical for the theory of
reliability:

1. All 2N chromosomes "are connected in series.”

2. One definite pair of homologous chromosomes determines the cell's
vitality, both of these chromosomes "being connected in parallel."

3. Certain k pairs of homologous chromosomes are "connected in series"
while the chromosomes in each pair are "connected in parallel."

The first and second variants present extreme situations. In the
first case the efficacy of all chromosomes is required for the vitality
of the cell, while in the second case it is sufficient that at least one
of the homologous chromosomes in a definite pair should be efficacious.
The third case is to a certain extent moreéfrealistic. The vitality of
the cell depends on the simultaneous efficacy of some subset of pairs of
its homologous chromosomes. The reliability functions for these variants
are as follows:

2N
1. hosp

2. h1=1-(1-p)2=2p-p2 (5)
3. h= [hz(p)]k (k=1,2,...,N)

As soon as p is a function of m, the reliability functions (5) will
present survival probability functions in the process of cell
reproduction. These functions for all three variants as well as p(m)
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(denoted 0) are depicted in Fig. 2. We have chosen N=23, the number of
chromosome pairs in human cells, and K=8 as a specific example for the
third variant (see section on M2T). The unknown parameter r, the
replication resource of a chromosome, is adjusted for each function to
fit MTTF=50, the Hayflick limit for human cells. The values of r: 25,
23, 34 and 27 satisfy this condition for the above structures as
presented in Fig. 2. Although the structure of interaction of chromosome
changes in the internal cellular clock is unknown, we have an estimate of
r with a reasonable accuracy.

The dispersion of the possible number of cell divisions, M, can be
estimated through MITF using a general formula from the theory of
reliability for the standard deviation, ¢, which is valuable for any
system composed of aging elements

WM <o < VM. (6)

The confidence interval for the possible number of cell divisions
M:AM may be estimated by

AM ~ avM (7

where o is some coefficient with an order of magnitude of about 2.
Uncertainty of (7) is the consequence both of the general nature of the
relation (6) and the arbitrary choice of confidence coefficients.
Hayflick's experiments revealed that the number of cell divisions up to
destruction is within the limits of 50 t 10, which is apparently in
agreement with this result.

h
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o | . . . . .
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Fig. 2

The survival probability for different
clock structures (MITF = 50)

PROBABILITY CHARACTERISTICS OF THE CELLULAR CLOCK FAILURE

Each element of a population with distributed control makes its own
"decision" of replication or death. This decision can be based only on
the local information, and in the absence of centralized control a
desired level of systems elements cannot be easily maintained.
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The constancy of the number of cells can be regulated by two
different mechanisms: at the system level through a stabilization
feedback (a chemical activity which increases chances for cell
disappearance via lysis when their number goes up and increases the rate
of mitosis when their number goes down) and at the elements level through
an internal restriction for cell reproduction. For a long period of
time a stabilized condition of nearly constant population may not be
achieved using only the control mechanism at the system's level and
must be supported by an internal mechanism limiting cell reproduction.

Cancerogenesis implies that regulation of the constancy of the
number of cells in a certain part of the organism breaks down. This
occurs as a result of failure of both regulating mechanisms: at the
system level (physiological mechanism) and at the elements level
(genetical mechanism). Failure of only one of these mechanisms may not be
sufficient.

In this paper we obtain estimates of the probability of the breaking
of the internal cellular clock. A more profound analysis of the
regulation of the constancy of cell populations should take into
consideration the self-stabilization properties of the system.

If some combination of chromosomes contributes to the normal clock
functioning, then the failure of this combination will contribute to
cancerogenesis. Normal chromosome functioning inside the clock mechanism
and the ability of this clock mechanism to withstand chromosome failures
due to outside factors are presented by so-called dual structures. If
the reliability function of the former is h(p), then that of the latter
will be 1-h(l-p). For example, elements connected in series in one
structure are connected in parallel in the dual structure and vice versa.
Let g denote the probability that a chromosome preserve its clock's
facilities under a certain external deterioration. This probability
depends on the intensity of external factors such as concentration of
cancerogenes, level of radiation and so on. The probability for a
cellular clock to withstand the external deterioration for a period of
time (0-t) will be: 1-h[1-q(t)].

The transformation of a normal cell into a cancer cell occurs when
the cellular clock has not reached its replication limit, but the clock
mechanism is somehow destroyed so it will not be able to provide signals
to stop future cell reproductions. The probability of this situation at a
given moment of time is h{p(m)]h'[1-q(t)]dt, so the probability, R(t),
of the cancer transformation for the period (0-t) will be

t
R(t) = [ hlp(m)]h[1-q(t)]dt. (8)
o

The value of (8) depends on the relation of speeds of two processes:
normal termination of cell reproduction which is determined by the
reliability function of the clock, h[p(m)], and the possiblility of the
clock's failure in a destructive environment as described through the
dual structure h'[l-q(t)]. When the former process is faster, then R20
since cells die before their clocks could be destroyed. When the latter
process is faster, then h[p(m)]2l and Rzh[1-q(t)]. In this latter case
the probability of clock failure depends on the integral probability of
chromosomes to withstand destruction during the whole interval (0-t) and
thus exhibits cumulative effect.
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The probability of cancerogenesis, R, for the whole period of cell
life (t=w) will be:

© [}

R=f h[p(m)]hé[l-q(t)]dt = -f hé[p(m)]h[l—q(t)]dt. 9)
0

o

When the chances of chromosome destruction due to external
factors are relatively small, then q(t) can be presented as

q(t) = exp(-At) (10)

where A is some measure of the intensity of the destructive external
factors. To present this uncertain parameter in a tractable manner, we
introduce the probability, Z, of the chromosome destruction during the
time between consecutive cell divisions, t,:

Z=1- exp (-kto). (11)

As can be seen from (9), the probability, R, will remain
approximately equal to O if h[p(m)] surpasses the number of possible cell
replications, M+avyM, while h[l-exp(-At)] does not yet reach the point
of the rapid increase of the reliability function. This situation is due
to the fact that the region where h'(p(m)) is essentially different
from 0 will correspond to the approximate O value of the term h(1l-q(t)).
The condition when this situation is changed allows us to estimate the
threshold value, Zy, when the cellular clock mechanism is breaking:

7 = pn(3-2/k) % . (12)

T M+a Jﬁ

The threshold value Z7 is rather insensitive to the structure of the
reliability function and is roughly proportional to the inverse of
Hayflick's limit, M.

Formula (12) implies that if the probability to destroy chromosome
clock functions by some factor between two consecutive cell divisions in
humans is less than a value of about 1/50, then there will be practically
no cancerization even under the permanent influence of destructive
factors. In the opposite situation the probability of the cancerization
will rapidly increase. This consideration can be used to extrapolate the
results on cancerogenic activity of different factors obtained on other
species to humans,

EQUIVALENCE IN CELL LABELING AND MONOZYGOTIC TWINNING

Determination of monozygotic twins (MZT) presumably occurs just at
the beginning of cell differentiation when few processes involved in the
organism's development have been activated. Therefore, investigation of
the probability of MZT may provide insight into the structure of the
cellular counting mechanism.

The initial step in MZT formation, separation of the embryo into two
parts, occurs at a very early stage of development.’ The mechanical
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partition of the embryg is thought to occur during the late blastula
stage. However, the centrol information which preceeds this mechanical
partition is obtained at an earlier time. When an organism starts its
development the internal cellular clock starts counting immediately from
the zygote stage. The cells of the embryo acquire different states of
their clock mechanigms which determine the initializations towards the
organism construction. If an embryo as a multi-cellular system is
destined to produce two organisms, the initializations of its cells have
to be changed accordingly. To obtain such harmonious changes when the
control is distributed over all the elements of the system is less likely
than when all the control development information is concentrated within
the zygote. The most simple situation in which MZT may occur is when the
initial zygote division is not associated with the advancement of the
cellular clock.

The situation is radically different when MZT are produced
artificially in vitro. There are many studies reporting formation of MZT
by mechanical splitting of embryos. Such experiments indicate that the
embryonic cells in question retain the genetic information necessary for
formation of an entire organism. This has no relevance, however, to the
mechanism of embryonic splitting that is reponsible for MZT formation in
vivo. In the in vitro experiments the external intrusion superimposes a
form of centralized control which in the native embryo could probably
have been endogenously exercised only close to the zygote stage.

The zygote is destined to produce MZT when its division is not
associated with "advancement" of the cellular counting mechanism. The
described model suggests a way in which this may happen. A pair of
homologous chromosomes of the zygote {AB, ab} can be reproduced in the
daughter cells in one of two modes: as likewise ({A'B, a'b} and {AB',
ab'}) combinations or crosswise ({A'B, ab'} and {AB', a'b}) combinations
(Fig. 3). Assuming homologous chromosomes to be equivalent in their
genetic control, the latter combination may not contribute to the change
of the informational content of the cell control mechanism; i.e., to the
advancement of the cellular clock mechanism. Therefore, if the cellular
clock consists of K pairs of homologous chromosomes, then the probability
of its ''non-advancement" due to simultaneoqg occurrence of all K
crosswise combinations will be (1/2)K,

(AB) (ab) (AB)(ab)
!/ \ /I \
/ \ / \
/ \ / \
/ \ / \
/ \ / \
/ \ / \
(AB')(ab'") (A'B)(a'b) (AB')(a'b) (A'B)(ab')
LIKEWISE CROSSWISE
(non-equivalent) (equivalent)
Fig. 3

Possible cell-labeling combinations of the homologous
chromosomes at the initial zygote division
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Review of data on MZT frequency has been presented by Berkovich and
Bloom.8 Available data, though scant, supports the hypothesis that the
MZT probability is (1/2)K, where K is a species-specific integer
parameter. For humans® MZT occurs in about four of 1000 births which is
close to one occurrence in 28 births; i.e., K=8.

In a rigorous study of MZT in mice,!® it was found that the 95%
confidence limits for frequency of MZT were 0.2% and 2.6%, giving a
calculated mid-range of 1.4%. The breadth of this range reflects the
rarity of MZT. The mid-range value is close to ome occurrence in 26
births, which is 1.56%.

This concept apparently contradicts the theory of retarded
development as the etiological factor in MZT which seems to operate under
some extreme experimental conditions.? This contradiction can be
obviated if we consider that environmental factors can play a selective
role for genetically controlled processes in ontogenesis as they do in
phylogenesis. For example, environmental factors, directly or through
retardation in embryo development, could promote survival of monozygotic
embryos which might otherwise have died. In this case, incidence of MZT
would be induced from practically zero to some finite value. Assuming our
hypothesis, this value must be in ty? form (1/2)K. The above scheme
conforms with experimental findings ~ which have shown that MZT in
rabbits can be induced by delayed ovulation. Being exceptional under
natural conditions, the induced MZT in rabbits was observed in 6 out of
387 embryos; i.e., in about 1.5%, an induced frequency close to one
occurrence in 26 births which is 1.56%.

CONCLUDING REMARKS

This paper presents an abstract model of the internal cellular clock
based on the assumption that the labeling procedure of cell divisions is
associated with some registration of DNA replication. The suggested
model provides a workable hypothetical mechanism which can be applied to
the investigation of the informational structures related to the
processes of cell reproduction.

To ascertain the biological significance of the considered
hypothetical mechanism of registration of DNA replications, it is
necessary to analyze what happens with such a mechanism in other cases
when biological objects, presumably, do not exhibit changes in DNA
molecules during subsequent replications. There may be different
explanations in various cases. For example, Olovnikov® hypothesized that
DNA in bacteria do not undergo changes like shortening because they are
in a circular form. The replicative changes in DNA must be to a certain
extent of reversible nature because a number of phenomena and experiments
presumably exhibit restorative properties of some differentiated cells.
The existence of restorative mechanisms is especially important for
meosis; as a matter of fact, in some cases of meiosis!? retardation in
the replication of a small part of DNA was observed.

The restorative mechanisms can be incorporated in the model by
assuming that replicative changes in DNA are asymmetric being associated
only with one of the pair of complimentary strands. This point was
elicited by the ideas of the work.3 Consider a chromosome where one DNA
strand, A, can reproduce its complement, B, without changes; but on the
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Asymmetric labeling which can conserve the whole
information contents in certain chromosomes

other hand, B will reproduce A with changes. The scheme illustrating
such replications is presented in Fig. 4. We see that in the course of
cell reproduction certain chromosomes can maintain the wholeness of their
initial information.

The occurrence of MZT may not be completely determined by
the above simple scheme of equivalent labeling of zygote's offsprings.
With further considerations of possible replicative changes in DNA, in
particular considering asymmetric changes, one may reveal a finer
structure of the internal cellular clock. It is interesting to note that
in the majority of observed cases the probability of MZT is an even power
of 1/2, so it is actually a power of 1/4. In the asymmetric scheme of
DNA changes a pair of homologous chromosomes can provide equivalent
labeling at the level of zygote's grandchildren after second divison in
one fourth of possible outcomes. Thus, a cellular clock containing four
pairs of such chromosome may yield equivalent labeling at the initial
stage of zygote development with the probability of 1/256 corresponding
to the MZT probability of humans.

The unlimited replication potential of cancer cells does not have to
be associated with determinate restorative processes.

32



REFERENCES

1. L.
2. s.
3. A

5. A,
6. G.
7. C.
8. S.
9. M.
10. M.
11. o.
12. L.

Hayflick, The limited in-vitro lifetime of human diploid cell
strains, Exp. Cell Res., 37:614 (1965).

Berkovich, A cybernetical model of the internal cellular clock,
Medical Hypotheses, 7:1347 (1981).

. M. Olovnikov, Principle of marginotomy in the synthesis of

polynucleotides at a template, Dokl. Biochem., 201:226 (1971).

Holliday and J. E. Pugh, DNA modification mechanisms and gene
activity during development, Science, 187:226 (1975).

J. S. Rlar, Differentiated parental DNA strands confer
developmental asymmetry on daughter cells in fission yeast,
Nature, 326:466 (1987).

D. Wassermann, "Molecular Control of Cell Differentiation and
Morphogenesis," Marcel Dekker, Inc., New York (1972).

E. Boklage, On the timing of monozygotic twinning events, in:
"Twin Research 3, Twin Biology and Multiple Pregnancy,"
Alan R. Liss, Inc., (1981).

Berkovich and S. Bloom, Probability of monozygotic twimming as a
reflection of the genetic control of cell development,
Mechanisms of Aging and Development, 31:147 (1985).

G. Bulmer, "The Biology of Twinning in Man," Claredon Press,
Oxford (1970).

E. Wallace and D. A. Williams, Monozygotic twinning in mice, J.
Med. Genet., 2:26 (1965).

Bomsel-Helmreich and E. Papiernik-Berkhauer, Delayed ovulation and
monozygotic twinning, Acta Genet. Med. Gemellol, 25:83 (1976).

Market H. Upsprung, "Developmental Genetics," Prentice-Hall, New
York, (1967).

33



GENETIC AND ENVIRONMENTAL MANIPULATION OF AGING IN Caenorhabditis elegans
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INTRODUCTION

For aging studies, the small soil nematode Caenorhabditis elegans
offers the potential advantages of a short life span and ease of culture in
large numbers, coupled with a reproductive mode (self-fertilizing hermaph-
roditism) which facilitates mutant isolation and thus might make possible a
genetic dissection of the aging processl'z. To use these advantages
productively and in a generalizable way, we decided some time ago, in
collaboration with our colleague Lewis A Jacobson, that three additional
conditions would have to be met. First, it would have to be established
how general C. elegans aging is, i.e. to what extent it exhibits properties
observed during aging in other organisms, especially mammals. Second,
aging in C. elegans would have to be operationally defined, in a way which
would permit it to be measured during manipulations aimed at altering the
aging process; our view, in contrast to that of others working on many
different systems, was that mere measurement of mortality (survival)
statistics was not an adequate operational definition for this purpose.
Third, it would have to be established whether useful genetic aging
variants could be obtained in C. elegans; useful variants in this sense
meant to us variants with only single-gene alterations (so that the basis
of the aging effect would have some reasonable prospect of becoming
understood) and in which related effects were demonstrable on more than
just one of the processes which change with age (so that the genetically
affected step would have a reasonable prospect of being central, rather
than peripheral, to aging).

Satisfaction of these additional conditions has been a goal toward
which we and others have worked over the past several years3'7, and we now
believe that the conditions have been met. The work has entailed
measurement of a number of potentially age-dependent variables, separation
of those which are age-dependent from those which are not, identification
among the age-dependent variables of a subset which are reliable and
convenient aging markers, use of these markers to characterize some
environmental perturbations of aging, and finally the isolation and
characterization of single-gene aging variants which do affect multiple
aging processes. Below we describe these results in more detail and
discuss their future applications.
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RESULTS
Standard Conditions

Our work began with a choice of standard conditions under which to
study aging in C. elegans. After trying many variations of both liquid and
solid phase culture, we settled on culture on an agar surface, using a lawn
of E. coli as food source; this resembles the natural soil habitat more
closely and facilitates observation, but it is somewhat less convenient
than liquid culture as regards nutritional manipulation. As our standard
strain we chose, following Klass®, the temperature-sensitive spermato-
genesis-defective strain DH26, carrying the allele b26 of the gene fer-15;
this strain can be propagated conveniently at 20°C, but at 25.5°C is
sterile for lack of sperm. 1In C. elegans aging studies with other strains,
progeny production by the usual self-fertilizing hermaphroditism consti-
tutes a problem; until reproduction ceases, even isolated individuals must
be frequently separated from their progeny, requiring extra effort and
increasing opportunities for contamination. However, with DH26 at our
standard temperature of 25.5°C, no progeny production occurs and these
steps are eliminated.

In our experience, the wise choice of, and strict adherence to, a set
of standard conditions is essential. There appears to be intrinsic vari-
ation among individuals in the aging process, against which the limited
effects due to intentional manipulation are already hard enough to monitor
without additional variations due to lax standardization. By the same
token, standardized methods for measuring age-dependent variables are
equally important, and we have established such methods for each of the
variables discussed below.

Age-Dependent Variables

Our initial choice of variables amongst which to look for good aging
markers was influenced by several factors. Some variables were chosen
because of prior reports that they changed with age, either in C. elegans
or in the closely related C. briggsae. Other were chosen because they
appeared to change with age in several other species. Still others were
chosen because of the relative ease, reproducibility, and sensitivity with
which they could be measured in C. elegans. 1Initially, and in our final
choice of markers as well, we tried to include variables at different
organizational levels, from the level of the whole organism down to the
biochemical level. Table 1 summarizes the results of our search, with the
variables grouped roughly into three different organizational levels,
"behavioral"”, "physiological", and "biochemical". At each level,

Table 1. Variables Examined for Possible Age-Dependence
Level = = Age-Dependent Age-Independent

Behavioral Movement Wave Frequency
Defecation Frequency

Physiological "Lipofuscin" Level 3[H]20 Efflux Rate
Biochemical Acid Phosphatase Level Acetylcholinesterase Level
B-D-Glucosidase Level Choline Acetyltransferase Level

B-N-acetyl-D-Glucosaminidase 0-D-Glucosidase Level
B-D-Glucuronidase Level

B-D-Galactosidase Level

B-D-Mannosidase Level
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age-dependent variables have been identified®?, although others (including
some initially reported to be age—dependenta) have been shown to have
little or no age-dependence on close examination.

The age-dependent variables provide some evidence that aging in C.
elegans resembles aging in other organisms. For instance, at the behav-
ioral level, both movement wave frequency (a general measure of mobility)
and defecation frequency decline significantly with age, in keeping with
the general finding of declining motor performance in aging individuals in
many species (9,10). Likewise, in keeping with reported "lipofuscin"
increases in many species (11), a pigment with broadly similar fluor-
escence properties shows a significant increase with age in C. elegans.

Among the age-dependent variables, we sought as markers those which
could meet all or most of the following criteria.

1) Measurement of the marker's value on a given individual or cohort
(as appropriate) should yield a quantitative result of adequate
resolution.

2) Where possible, short-term repeat measurements on a given individual
or cohort (as appropriate) should yield reproducible results.

3) Measurement, at a given age, of different individuals or cohorts (as
appropriate) should yield results of only limited dispersion.

4) The measured value of the marker should change gradually throughout
the lifespan.

5) Overall, the measured value of the marker should change by a factor
which is large, particularly with respect to any measurement errors.

All of these properties were needed, we believed, to maximize a marker's
ability to distinguish on the basis of age. 1In addition we hoped, for
practical reasons, that the marker could meet the following supplementary
criteria.

6) Measurement of the marker's value should be straightforward and
fast, to facilitate data collection.

7) Measurement should be possible on a single individual, to allow
assessment of inter-individual variability.

8) Measurement should be non-destructive, to allow repeat measurements
longitudinally on identified individuals or cohorts (as
appropriate) .

(The last two criteria might seem automatic to those accustomed to
other organisms, but an adult C. elegans is 1.4 mm long, weighs about 4
Mg, and has no vascular system from which fluid samples can be taken.)

Currently we have chosen as markers five variables, drawn from all three
levels of organization; these markers meet the above criteria to varying
degrees. Each of these is described in more detail below.

Movement Wave Frequency. On an agar surface C. elegans normally lies
on its side, held down by the surface tension of surface film of water. 1In
this position it moves in a sinusoidal wiggling fashion by propagating down
its body antiphasic contractile waves within the dorsal and ventral groups
of longitudinal body muscle cells. For reproducible measurement of the
frequency of these waves we have established standard conditions3,
including preparation of agar plates of controlled hydration, tail stim-
ulation to elicit maximum frequency, and triplicate measurements of defined
duration separated by rest periods also of defined duration. Under these
conditions, the frequency of these waves is highly reproducible in
successive repeat measurements of a given individual, and the variation
between individuals of a given age is quite small. As shown in Figure 1,
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Fig. 1. Movement Wave Frequency of Strain DH26 Grown @ 25.5°C. Fre-
quency measured after tail stimulation, on bacteria-free
movement agar, at 20°C, as described by Bolanowski et al.3,
except that "movement waves" signifies complete waves (two
changes of head sweep direction) rather than half waves (one
change). 20 animals per age point, 3 replicate trials of 30
sec each, per animal, separated by 60 sec recovery periods.
Each symbol is for one of 8 experiments done over 17 months.

this frequency declines progressively with age from early adulthood to, and
even beyond, the mean time of death. The change is gradual, the overall
factor of change is large (at least 10-fold), and the measurements are
quite reproducible across experiments. The measurements are also non-
destructive and are inherently made on individuals, and therefore movement
wave frequency meets all of our criteria. 1Indeed, it is probably the best
overall marker so far identified.

B-D-Glucosidase Level. Several different enzyme activities, demon-

strated to be lysosomal in other species, can be measured sensitively and
relatively easily by a common fluorescence method in which non-fluorescent
4-methylumbelliferyl substrates are enzymatically cleaved to yield fluor-
escent 4-methylumbelliferone as a product. 1In C. elegans, activity levels
for these enzymes are such that reliable values can be obtained if 5
animals are assayed for 1 to 4 hr, using standardized conditions which we
have established®. Maximal sensitivity is achieved by transferring animals
directly into a very small assay volume, within which they are then
homogenized, without volume losses, by repetitive freezing and thawing.
Figure 2 shows the age-dependent change (increase) in one such activity,
B-D-glucosidase; for this enzyme the variability is relatively small,
although perhaps a bit greater than for movement wave frequency, the change
is fairly gradual, and the factor of change is large, about 10-fold. Thus
this enzyme's activity level exhibits our essential features (accurate
measurement and large, gradual change) but not our additional desirable
ones; its measurement is intrinsically destructive and current assay
sensitivity requires about 5 individuals rather than 1.

B-N-acetyl-D-Glucosaminidase Activity Level. Another enzyme exhib-
iting a large factorial change with age is P-N-acetyl-D-glucosaminidase; as
with B-D-glucosidase, this enzyme has an acid pH optimum, and appears in a
lysosomal fraction upon subcellular fractionation?. vVariation in
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Fig. 2. B-D-Glucosidase Activity of Strain DH26 Grown at 25.5°C.
Quadruplicate 4 hr assays for each age point; 5 animals in
25 pl of 100 mM acetate buffer, pH 5.0, 0.2% NP40, 0.2% BSA,
10% glycerol, freeze-thawed 5 times to homogenize, started
with 75 pl of 0.33 mM 4-methylumbelliferyl-B-D-glucopyrano-
side, stopped with 1.0 ml 0.5 M glycine buffer, pH 10.3,
1.0 mM EDTA, fluorescence read at 455 nm, excitation at 365
nm. 1 activity unit = 0.55 pkatals. 5 expts over 8 months.

assayed activity levels is quite low; in practice standard assays have used
5 animals, but the activity level is high enough that single animals could
almost certainly be assayed accurately. Figure 3 shows the age-dependent
increase of this enzyme; the factor of increase is about 10-fold. In
general, the level of this enzyme meets all of our essential criteria, and
although its assay is intrinsically destructive, it could probably meet our
criterion of assayability on individuals.

Fig. 3. PB-N-acetyl-D-Glucosaminidase Activity of Strain DH26 Grown
at 25.5°C. Assays performed as in Figure 2, but starting the
reaction with 75 pl of 0.83 mM 4-methyl-umbelliferyl-f-N-
acetyl-D-glucosaminopyranoside and using a 1 hr assay time.
4 experiments conducted over 8 months.
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" in" . Many organisms exhibit an age-dependent increase
in a pigment or pigments known loosely as lipofuscin!l. The properties of
these pigments seem to vary somewhat from source to source, making it
unclear how heterogeneous they may be, both across and within species.
Although the pigments do fluoresce with broadly similar excitation and
emission spectra, and a case has been made for a Schiff base as the primary
fluorophore in all cases!?, they have never been isolated in sufficient
purity to establish, even broadly, their chemical identity(ies).

In C. elegans, initial work on this sort of pigment was reported by
Klasss, who used a standard extraction method followed by fluorescence
quantitation to show a marked age-dependent increase. Subsequently our
laboratories (C. Link, L. A. Jacobson, and R. L. R., unpublished) carried
out a systematic fluorescence survey, both of C. elegans extracts and of
intact animals (using a microspectrofluorometer). Both methods revealed
three major classes of fluorescence, one having the properties expected for
tryptophan incorporated into protein, a second having the properties
expected for flavins, and the third having properties broadly similar to
those of "lipofuscin" in other systems. More or less simultaneously,
Davis, Anderson, and Dusenbery carried out a similar survey using total
luminescence spectroscopy13, and identified the same three fluorescence
classes.

When C. elegans is examined microscopically, using excitation and
emission filters to maximize selective detection of the third fluores-
cence class, the fluorescence is concentrated in the 34 intestinal cells,
within granular inclusions which we have shown to increase in both size and
number during aging (data not shown). These inclusions are apparently
lysosomes, capable of incorporating external substances by phagocytosis;
Clokey and Jacobsonl? have shown that when C. elegans is fed macro-
molecules (e.g. BSA) which are fluorescently tagged with distinguishable
fluorophores (e.g. RITC), each such inclusion exhibits both its endogenous
"lipofuscin” fluorescence and that appropriate for the new macromolecule.

Fig. 4. Posterior Intestine Lipofuscin Level of DH26 Grown at 25.5°C.
For each age point, 20 animals mounted on slides, heat
killed (6 min, 60°C), and measured 3 times by epifluor-
escence with a Leitz MPVII microspectrofluorometer over the
posterior intestine, just anterior to the anus. Excitation,
340-380 nm; emission, 470 nm. Results in volts read from
the instrument, after standardization against a fixed
thickness of quinine sulfate (@ 0.2 mg/ml) in 0.1 N H,SO,.
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"Lipofuscin™ content throughout the C. elegans life cycle has been
quantitated in two ways, both of which show large (and comparable) age-
dependent increases. The first is by chemical extraction and subsequent
fluorescence quantitation (data not shown), and the second is by micro-
spectrofluorometry of individuals, as shown in Figure 4. The latter method
has been chosen as standard because it is simpler and can be performed on
individuals. Much has been done to maximize reproducibility in this
method, including the use of epifluorescence to minimize sample thickness
differences, the choice of a standard location for recording (over the
posterior intestine), the use of heat killing to increase the detected
fluorescence level and make it more reproducible, and the use of a standard
fluorescence slide to normalize the detecting photomultiplier sensitivity
for each measurement series. Nonetheless, there are still day-to-day
variations which are larger than desirable and appear to arise from
differences in the exciting arc lamp from one ignition to the next. These
variations do not compromise measurements made on a given day, as for
instance when differently treated populations of the same age, run in
parallel, are compared. However, they do hamper the longitudinal following
of a given population over the lifespan, enough to make it unclear how well
lipofuscin as a marker might meet some of our criteria. We hope to reduce
these variations in the future; if we are successful, it seems likely that
lipofuscin will meet all criteria except non-destructive measurement, and
even that could probably be met if heat-killing could be abandoned
(although the effort involved in recovering an individual and maintaining
sterility after measurement would be considerable).

Survival. The variable most commonly used in other studies, survival,
is also useful in C. elegans. While survival can obviously be determined
for individuals, it clearly changes abruptly for an individual at the time
of death, and is really of value only as a populational variable. Within a
population, the percentage of individuals surviving can be determined quite
accurately, using our defined standard criteria of death3. 1In order to
ensure adequate resolution in survival data, we have adopted as standard
the procedure of monitoring 96-animal cohorts, divided equally among the 24
wells of a micro-culture dish; the limit of 4 animals per well ensures
adequate food supply and simplifies bookkeeping. Within a population, the
change in percentage survival is fairly gradual, and survival curves are
fairly reproducible, as shown in Figure 5.

Fig. 5. Survival of Strain DH26 Grown at 25.5°C. Each curve based
on a 96-animal cohort, maintained as described in text.
Each symbol is for one of 7 experiments done over 14 months.
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Envi tal Manipulati £ Agi

Strong effects of both temperature and nutrition on lifespan have
been reported in C. eleganss. Given the gradual, regular nature of change
in the above biomarkers over the lifespan under our standard conditions, we
decided to ask whether temperature and nutrition would exhibit parallel
effects on all or some of the markers. In this way we sought to test
whether the markers could vary independently, and we also sought to
discover how extensively the kinetics of marker change could be altered, as
a prelude to analysis of genetic variants.

Effects of Temperature. In addition to our standard temperature of
25.5°C, we have followed the 5 biomarkers described above at 20°C and 16°C.
At the lower temperatures, the temperature-sensitive spermatogenesis of
strain DH26 cannot be used to prevent progeny production, and thus physical
removal from progeny was employed. In addition, in the same experiments we
compared DH26 with N2, the commonly used wild type strain from which DH26
was derived, as a check against possible unintended variations with DH26.
Figure 6 shows, for clarity, only the results for 25.5°C and 16°C, the two
extremes. In all cases, the measured biomarker changes considerably more
slowly with age at 16°C, as generally anticipated. In addition, any
differences between DH26 and N2 are small, and most likely within the range
of variation observed in repeat experiments with DH26. In general, as
well, the shape of the age-dependence curve appears not to be altered
between the two temperatures, with the exception that lipofuscin apparently
accumulates to somewhat higher levels at 16°C (Figure 6D). Given these
facts, it is possible to estimate by what factor the progress of each
biomarker is slowed at 16°C, by rescaling the time axis of the 16°C curve
until maximal correspondance with the 25.5°C curve is obtained; an example
of this scaling is presented in Figure 6F, for survival. 1In this case, the
best scaling factor is 0.68, indicating that at 16°C, survival drops at a
rate only 68% of that at 25.5°C. Similar correspondances can be achieved
for the other biomarkers, but the required scaling factors are lower than
for survival; the range is from 0.44 for B-N-acetyl-D-glucosaminidase to
0.50 for lipofuscin.

Effects of Nutrition: Using different (liquid suspension) culture
conditions, Klass’ reported extension of C. elegans lifespan by
nutritional restriction, accomplished by reduced concentration of a
bacterial food supply. Under our standard conditions, i.e. on an agar
surface, bacterial concentration is much less effective in controlling
nutritional level because the animals mo¥e around and can detect local
concentrations and respond to them effecdtively. As one response to this
problem, we have established inactivating treatmehts (heat-killing and UV
irradiation) which, when applied to food bacteria, reduce nutritional value
sufficiently to extend C. elegans' lifespan, even when the bacteria are
used on agar as a lawn without dilution (G. Grossman, L. A. Jacobson, and
R. L. R., unpublished). However, use of these treatments is cumbersome,
and for the current experiments we instead exposed animals to alternating
24 hr periods of full feeding and complete starvation. Figure 7 shows how
each of the five biomarkers was affected, compared to fully fed controls
followed in parallel. The effects are less marked than for temperature
(Figure 6) , but each marker is affected in the same direction; its rate of
change is slowed by the nutritional restriction regimen. 1In addition, the
general shape of each curve is not significantly altered, permitting the
same sort of time scaling as in Figure 6. Figure 7F shows an example of
scaling for survival, in which case the best factor is 0.86. As in the
case of temperature, the changes in the other markers can also be scaled,
with generally quite close correspondances. However, the best scaling
factors vary from marker to marker, from a low of 0.45 for PB-N-acetyl-
D-glucosaminidase to a high of 0.79 for movement.
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Fig. 6.

Effects of Temperature on Marker Changes with Age in DH26 and N2.
All markers measured as in Figures 1-5, on animals maintained

either at 25.5°C (open symbols) or at 16°C (filled symbols).
Dotted symbols, N2; undotted symbols, DH26. Time is scaled in F.
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44

. Effects of Nutrition on Marker Changes with Age in DH26.

Markers
measured as in Figures 1-5, on animals maintained in parallel

either fully fed, (open symbols), or nutritionally restricted, by
alternating 24hr of normal feeding and 24 hr starvation (filled
symbols) . Two staggered populations of restricted animals used so
that markers could be measured daily, but always after feeding.



Marker Changes in DH26 and PR1400. Markers measured as in Figures
1-5, on populations maintained in parallel at 25.5°C. Open
symbols, DH26; closed symbols, PR1400. Panel A, 2 experiments

done over 4 months. Panel E, 3 experiments done over 5 months.
In panel F, time is scaled as shown for PR1400.
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Genetic Manipulation of Aging

Following the methods of Klass®, we have used a "replica-plating"
method to screen amongst F2 progeny of EMS-mutagenized DH26 for new
variants with extended lifespans. Details of this search will be published
elsewhere, but we have characterized one of the resulting lifespan
variants, strain PR1400, as an initial test of the usefulness of the above
markers for analyzing the nature of genetic changes. Figure 8 shows how
the markers change in PR1400, compared to their changes in DH26 populations
maintained in parallel. The lifespan extension of PR1400 is reproducible
and fairly sizable, about 30% as judged from Figure 8F. However, in
contrast to the situation with both temperature and starvation, the effeét
on the other markers is much less striking. 1Indeed, for movement, PR1400
actually exhibits a decline which is slightly but reproducibly more rapid
than that of DH26. This result indicates that the genetic change in this
case is different from that exerted by either temperature or starvation. It
also suggests that lifespan effects can be produced by genetic changes
which may be rather peripheral, in the sense that they do not broadly
affect the whole aging process. These points are discussed further below.

DISCUSSION

With respect to the initial goals described above, the five markers we
have described help, first, to establish that aging in C. elegans has
features in common with aging in other organisms. In particular, the
steady decline in movement wave frequency (and the similar decline in
defecation frequency3, not used as a marker) demonstrate that C. elegans,
like other organisms, exhibits declining motor performance with age. Also,
the steady and large increase in fluorescent "lipofuscin" in C. elegans is
another aging property shared in common with many other species, even
though the chemical nature of this pigment remains uncertain. Lastly,
survival curves in C. elegans appear rather typical of those already
compiled for species of many different phyla.

The markers also help to provide an operational definition of aging
that can be used in studies aimed at manipulating the aging process. The
five markers chosen represent a spectrum of organizational levels, yet all
are similarly slowed, if not to exactly the same extent, by two broad
manipulations, temperature reduction and nutritional restriction. 1In view
of these observations, we believe that the best operational definition of
aging for future studies should be one based on these markers, rather than
on survival alone. In essence, we argue that aging should be defined as
the process which leads to joint change in all of these markers. A
corollary of this definition is that any attempted manipulation of aging
should be judged by the extent to which it affects the markers jointly.
One which affects just a single marker, such as survival, seems much less
likely to affect a process which is central and fundamental to aging than
one which affects all or most of the markers jointly.

The initial genetic variant which we have characterized with respect
to our chosen markers shows an effect different from those of temperature
and nutrition. While its lifespan is significantly extended, the other
markers do not follow suit. By the criteria described above, then, this
variant seems unlikely to affect a central and fundamental process of
aging, and we interpret it thus. While this variant is therefore not of
prime interest for understanding such processes, if indeed they exist, it
does serve the very important function of showing that the chosen
biomarkers can vary independently of survival.
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Future efforts, we believe, should now be directed toward identifying
any genetic variants and/or pharmacological treatments which affect the
chosen markers jointly. Among genetic variants, some attention should be
paid, no doubt, to the recombinant inbred lines of C. elegans described by
Johnson and Wood'. These lines are reported to exhibit a 3-fold range of
lifespans, but no data regarding the markers is yet available; at the very
least it seems likely that these lines would be useful for further
establishing the degree to which the markers can vary independently.
Probably of greater promise, however, are the apparently single-gene
lifespan variants initially isolated by Klass® and recently charac- terized
genetically by Friedman and Johnson'S. Preliminary experiments with one of
these variants (data not shown) indicates that it does show joint effects
on several markers, not just on lifespan, and thus may come closer to
affecting a putative central process of aging.
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SCALING OF MAXIMAL LIFESPAN IN MAMMALS:

A REVIEW
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INTRODUCTION

The study of maximal lifespan in mammals is a topic of considerable
interest. Recent comparative studies have demonstrated a correlation
between efficiency of DNA repair and maximal lifespan 1) an inverse
correlation between cytochrome P-448 content and maximal lifespanz, a
correlation between the ratio of superoxide dismutase to specific energy
metablism and maximal lifespan3, and a correlation between in vitro
cellular proliferative potential and maximal lifespan4. Another well
known example is the maximal lifespan-brain weight correlation discussed
by Sacherd. Such correlations may serve to stimulate the formulation of
hypotheses as to the nature of the factors influencing maximal lifespan.

The most extensive analysis of maximal lifespan in mammals reported
thus far is that of Sacher. More recent but less exteasive analyses
have been reported by Economosﬁ:7, Wésterns, Blueweiss et al.9, and
Boddingtonlo. None of these authors draw on all of the several existing
large compilations of maximal lifespan. With the exception of
Economos®>7» these authors do not critically examine the data or the
analytical methods employed in lifespan studies.

There were several motives for undertaking this study of maximal
lifespan in mammals. The subject is of intrinsic interest from the
standpoint of achieving a unified understanding of the mechanisms of
aging. No review of maximal lifespan in mammals with any claim to com-
pleteness had been undertaken. In a more practical vein, we were con-
cerned with the possibility of a systematic bias in the lifespan data.
For example, the issue of whether maximal lifespan is greater in females
than males, as has sometimes been suggested (e.g., Rockstein et al.ll,
has not been carefully examined. A significant difference in lifespan
as a function of gender could confound a regression analysis in which
this factor was ignored. Again, Sacher3>12 is not explicit about the
criteria he adopted in selecting data from different sources. A bias
could be introduced due to improvements in animal husbandr¥ (see Snyder
and Moore 13). Much of the data of Flowerl4, which Sacherl2 draws upon
to an unspecified degree, are based on nineteenth century zoo records,
whereas the rest of his data are derived mainly from twentieth century
zoo records.

We also felt it timely to review several other matters. The rela-
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tionships between mean and maximal lifespan, or between maximal lifespan
in the wild and in captivity have as yet received little attention.
Sacher'slZ finding that waximal lifespan is better eorrelated with brain
weight than body weifht has been the subject of much discussion
(Hofmanl?ds , Cutlerl?, Western and Ssemaku1a13 Eeqnomos6’7, Sacherl9
Mallouk29, Zepelin and Rechtschaffen2 ). It wag felt important to re-
examine this conteantion.

In a separate study%2 we compared the relationship between maximal
lifespan in bats (order Chiroptera) with that in mammals generally. 1In
this paper we survey maximal lifespan in mammals generally; we look at
maximal lifespan in several orders, and compare these results with maxi-
mal lifespan in bats and birds.

Data Base

We made detailed regression analyses of lifespan (maximal, mean) in
mammals (captive, wild) as a function of body or organ (brain, kidney)
weight. We drew on five substantial (N > 150) data basesl4»23-26 (gee
also2’) as well as a smaller one8. At least two of these data basesl4,23,
are independent, but the others may overlap to some degree. Where the
data permit, separate analyses have been made for male and female mam—-
mals. Regression lines also were computed for aquatic mammalsza‘30,
artiodactyls, carnivores, marsupials, primates and rodents. Each data
base was analyzed independently of the others, to reduce the chances of
introducing a systematic bias, prior to aggregating the data. The
extent of the mammalian data base which has been analyzed and the para-
meters of the analysis are set forth in Table 1. In addition, we com-
puted a regression line for maximal lifespan in wild birds using the
graphical data of Lindstedt and Calder3! as recovered by digitizat10n32

All the lifespan data were taken from secondary sources (see Table
1). With the exception of the data of Westerns, none of these sources
supply paired values of maximal lifespan and body weight. We employed
representative values of body weight for each species, principally taken
from Whlker33, Boitani and Bartoli34, Dorst and Dandelot35, Whitaker36.
Where a range (minimuni and maximum) of body weights is given, as is com-—
monly the case, we have used the arithmetic mean. Occasionally, only a
maximum weight is given, and here we multiplied this value by the ad hoc
factor of 0.55 to reduce the possibility of introducing a systematic
bias (since maximum weights are normally given only for larger mammals).
For example, one source gave the mean weight of the Asian elephant as
2730 Kg and another a maximum weight of 5000 Kg, giving a ratio of 0.55.
Failure to use such a correction factor would lead to least squares
regression lines with slopes slightly below the values reported here.
Where weights for males and females only are given for a species we have
computed_the arithmetic meaan. Brain weights were taken from Crile and
Quiring37 and Martin38, Kidney weights were taken from Crile and

Quiring37.

We rejected those values of maximal lifespan where the species name
given by an author could not be found in Corbet and Hill (39). (In a
few cases ambiguities as to species name were resolved by referring to
Honacki et al, ) For the values of maximal lifespan we employed the
highest ‘values reported, tabulating the data for males and females
separately where available (see Table 1), (As improved statistics are
collected, it is inevitable that many values for maximal lifespan will
increase, in some cases dramatically.) Coordinate values for body
weight were not available always, so that our data sets are smaller than
the original lifespan data sets. Brain and kidney weights were avail-
able to us ouly for a much smaller sample. We omitted cases where the
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maximal lifespan was given as less than one year in species with adult
weights of more than several hundred grams, on the presumption that
these data reflect infant mortality.

It should be noted that the lifespans reported for captive mammals
are often not the true lifespans, since zoos frequently acquire young
animals of unknown age. Furthermore the lifespan data are probably
biased against males, which zoos keep in smaller numbers than femalesl4,

From each separate data source we used the largest value of lifespan
given for each species that could be taxonically ideantified in Corbet
and Hil139 and for which a documented value of body weight was available.
Apart from the few cases noted above, no values of maximal lifespan were
omitted in drawing up the data base. We have not drawn on the signifi-
cant but very scattered literature which provides maximal lifespan
values for individual species.

METHODS

For each separate data base (see Table 1) the taxonomic, lifespan,
body and organ weight data were assembled and carefully checked before
any regression analyses were undertaken. In each case we report the
number of orders and species in the sample, as a measure of taxonomic
diversity (there are about 20 orders and more than 4000 species of mam-
mals altogether). Where lifespan for males and females are both repre-
sented in the data, the number of points entering into a regression
calculation will exceed the number of species. Where gender is not
distinguished the number of points and species are the same.

As is customary in scaling studies, we assumed that a power function
is the best two-parameter representation of the data. Thus the model we
employ is:

y' = ax**p (1)

where x and y' are the variate and covariate respectively, 'a' is the
weight coefficient (or intercept) and 'b' is the exponent (or slope).
In this study 'x' is either a body or organ weight, measured in kg, and
y' is a mean or maximal lifespan, measured in years. We use '**' to
denote exponentiation.

As a rule, the accuracy with which the coefficients "a" and "b" in
equation (1) can be estimated is determined by the weight range spanned
by the data. The weight range also indicates how representative a data
set is with respect to the weight range covered by mammals generally.
We have used the notation pWR to denote the logarithm of the ratio of
the maximum to the minimum weight found in any given data set:

pﬁk = logarithm (maximum weight/minimum weight) (2)
For mammals generally (shrews to blue whales), pWR is about 8.
In addition, as a way of further characterizing each regression
line, we report the (geometric) mean weight, Wp, calculated from the
relation:

Wp = sqrt(Wmin* Wmax) Kg 3)

where '*' denotes multiplication. To the exteat that a power law act-
ually governs empirical scaling relations, a geometric mean is a better
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measure of centrality than an arithmetic mean.

In each case the data were expressed in logarithmic form and sub-
mitted to linear least squares regression analysis 1, A mean percent
deviation (% Dev) between the data points and each regression line was
calculated from the relations:

yi =  a*(xq**b) (4)

n
% Dev = 100/n I |yi-yi|/v1 (5)
1=1

where x; is the ith value for body or organ weight, yj is the ith value
for observed maximal lifespan, yj+ is the value of y; predicted from
equation (4), 'a' and 'b' are as given above (see equation (1)), and 'n’'
is the number of data points.

The mean percent deviation, provides a simple - and readily
interpretable - measure of goodness-of-fit, whereas the correlation
coefficient (squared) measures simply the extent to which variation in y
is due to variation in x. Note that a high correlation coefficient may
be associated with an unreasonably high mean perceant deviation. Hence,
these two statistics reflect different aspects of the degree to which a
regression line adequately represents a (logarithmically transformed)
set of data.

For each regression line we report the correlation coefficient,
the mean percent deviation and the number of points lying above and
below the regression line (for normally distributed data the points will
be disposed symmetrically about the regrassion line). The above
measures of taxonomic diversity, weight range, goodness-of-fit, etc.,
associated with a single regression line are referred to as the
'regression characteristic’'.

Two unusual findings were made in the course of computing these
regression lines. First, a significant number of points deviate from
the calculated regression line by more than one hundred percent. (In
prior studies with reasonably 'clean' data sets [i.e., data uniformly
distributed approximately]) we have found that the mean deviation is
typically 20 to 30%%42-44, The large deviations found here raise
questions as to whether the data are, in fact, “clean.” Second, without
exception, all of these highly deviant points fell below the computed
regression line.

For a uniformly distributed data set the dispersion (here measured
by mean percent deviation) will be nearly the same on both sides of the
regression line. Points deviating by one hundred perceant or more from a
regression line appear to exceed 'typical' biological variation by a
factor of at least three to five (see above). This asymmetric distribu-
tion and large dispersion does not appear to be attributable to normal
biological variation. Because of this markedly skewed distribution of
the data, we adopted the practice of first computing a 'primary'
regression line with the full data set (FDS), and then deleting all the
points deviating by more than 100%, thereby generating a reduced data
set (RDS). A 'secondary' regression line was then computed using the
RDS for all cases where one or more points deviated by at least 100%.

It is reasonable to suppose that the asymmetric distribution and the
large dispersion are due to sampling errors which bias the data on the
side of younger animals. Although an RDS may still contain points

53



deviating (negatively) from the regression line by 100% or more, we
believe that the RDS is a better approximation to a 'clean' data set and
is likely to be more representative of 'true' maximal lifepans than is
an FDS.

RESULTS

The regression characteristics for lifespan (maximal or mean) as a
function of body weight in mammals generally are reported in Table 2 for
six different data sets. In two cases we show the regression charac-
teristics for both the full (FDS) and reduced data sets (RDS) (see rows
1,2,3,4 of Table 2). Note that the regression characteristic for mean
lifespan as a function of body weight is given in row 10 of Table 2.
(Due to an error in our software, discovered after the calculations for
this paper were completed, the values for the standard error in the
intercept in this (and previous papers from our laboratory) are too low
by an estimated 10% to 15%).

Table 3 gives the regression characteristics for maximal lifespan as
a function of body weight in male and female mammals, as well as for
artiodactyls, carnivores, primates and rodents, drawing on subsets of
the data summarized in Table 2. Even when we employ the RDS to compute
a 'secondary' regression line, points may still deviate from the
regression line by more than 100% (see Table 3, rows 1 and 5, colum 12).
The reason is that the 'secondary' regression line always lies above
the 'primary' regression line (see Fig. 1) . A few points which deviate
by a little less than 100% from the 'primary' regression line may thus
come to deviate by a little more than 100% from the 'secondary'
regression line. This fact emphasizes the arbitrary nature of usiag
100% (or any other percentage) as a threshold for data exclusion.

Table 4 gives maximal lifespan as a function of body or organ (brain,
kidney) weight in captive or wild mammals. Table 5 gives the regression
characteristics for mean lifespan as a function of body weight in
artiodactyls, carnivores, primates and rodents. The number of points
deleted prior to the computation of 'secondary' regression lines is
reported in column 12 of Tables 2,3,4 and columm 11 of Table 5.

In Table 6 we report the results of an analysis in which, for each
species, we abstracted the single largest value for maximal lifespanm,
drawing from each of the five major data sets (14,23-26) (see Table 2).
This gave a full data set (FDS) of 578 and a RDS of 494 species. A
breakdown of Table 6, by source, is given in Table 7.

In analyzing the results obtained with this aggregated data set it
was noted that 12 of the 13 points for the bat species lie above the
regression line, with a mean deviation of 587 and that all of the five
points for the edentates lie above the regression line, with a mean
deviation of 40%. We therefore deleted the bats and edentates from the
sample and computed a new regression line. The results are given in
Table 6 (row 3).

In the various data sets used in this study the points are often
distributed unevenly along the regression line. In order to produce a
more even distribution, using the aggregated data set, we divided the
data into 16 groups, each extending over an approximate two-fold weight
range. We computed a (logarithmic) mean for each individual weight
range and an (arithmetic) mean of the maximal lifespans in each weight
range, using the FDS. We then fitted a regression line to this data
set. The results are given in Table 6 (row 4).
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Fig. 1. Maximal lifespan as a function of body weight in mammals
generally. The lines (a) and (b) are the regression lines for
the reduced and full data sets respectively (see text). The orders
represented in the full data set are indicated. See Table 2, row 5.

For this aggregated data set we further analyzed maximal lifespan
for arteriodactyls, carnivores, marsupials, primates and rodents using
both the reduced and full data sets(see Table 6, rows 5-14).*%

Table 8 summarizes the regression characteristics reported in prior
studies for lifespan (mean or maximal) as a function of body or organ
weight in both mammals and birds. We have recomputed the regression
characteristics for two cases, shown in Table 8, namely that of Western
(8) for mammals and that of Lindstedt and Calder (31) for birds.

A plot of the data of Crandall (24), for maximal lifespan in captive
mammals as a function of body weight, showing the FDS, and giving the
best-fit least squares regression lines for both the FDS and RDS, is
shown in Fig 1 (see Table 2, row 5). In Figure 2 we have plotted the
best-fit regression lines obtained for the five major RDS (see Table 2,
rows 2,4,5,6 and 7). Figure 3 shows the data and best fit regression
lines for maximal lifespan in artiodactyls, carnivores, primates and
rodents. Figure 4 displays the regression lines for maximal lifespan in

O——

The RDS derived from the aggregated data has been deposited with the
National Auxiliary Publications Service ( American Society for Informa-
tion Science, c/o Microfiche Publications, P.0. Box, 3513, Grand

Central Station, NY 10163, USA) as Document No. 04467.
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Figure 2. Regression lines for maximal lifespan as a function of body
weight in mammals generally calculated from reduced data sets (see
text). The lines (a), (b), (¢), (d) and (e) correspond to Table 2,
rows 6,5,7,2 and 4, respectively. The values for the smallest and
highest slopes are indicated.

(captive) artiodactyls, carnivores, rodents, and aquatic (wild) mammals
along with a best-fit regression line for maximal lifespan in (captive)
mammals generally, (see Table 3, rows 3,4,6; Table 4, row 4 and below).
Figure 5 (a,b) shows the FDS and the RDS derived from the aggregated
data set (see Table 6, rows 1,2). The best-fit regression lines for the
FDS and the RDS are shown in each plot.

Figure 6 allows one to compare the best-fit regression line for mean
lifespan with that for maximal lifespan in captive mammals (see Table 2,
row 10). Also shown in Figure 6 are the regression lines for maximal
lifespan in wild bats and birds and captive primates (see Table 8, rows
11,15 and Table 3, row 3).

It is neither practicable nor useful to report all of the results
obtained in this study . For each of the cases where we have multiple
data sets (see Table 1) we have sought to report the regression charac-
teristics for the line that is taxonomically the most representative,
covers the greatest weight range, has the highest correlation coef-
ficient, the lowest mean percent deviation and the most even distribu-
tion of points about the regression line. As a rule, no siungle
regression line was superior by all these criteria, so that a certain
degree of arbitrariness was inevitable in the selection of the 'best'

regression lines.
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Fig. 3. Regression lines for maximal lifespan as a function of body
weight calculated from reduced data sets (see text). Lines (a),
(b), (c) and (d) coarrespond to maximal lifespan in artiodactyls,
carnivores, primates and rodents, respectively. (See Table 3,
rows 3,4,5,6.)

Discussion of Regression Analyses

Maximal and mean lifespan in mammals generally. The correlation
coefficient (r) for maximal Iifespan as a function of body weight,
calculated for each of the five major RDS, varies from 0.641 to 0.774,
meaning that body weight accounts for only 41 to 60% of the variance
(r**2) in maximal lifespan in captive mammals (see Table 2, columm 9,
rows 2,4,5,6,7). This finding is consistent with the results obtained
by Sacher (5) (see Table 8, row 2).

The slopes of the regression lines for maximal lifespan as a func-
tion of body weight vary from 0.116 to 0.174 (see Table 2, columm 8,
rows 1-9). The fact that the-slope (0.127) for the regression of mean
lifespan on body weight is in the same range (see Table 2, column 8, row
10) suggests that maximal and mean lifespan reflect rather similar
aspects of the same underlying life~history behaviour (see also Fig. 4).
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Fig. 4. Regression lines for maximal lifespan as a function of body
weight calculated from reduced data sets. Lines (a), (b), (c), (d)
and (e) correspond to maximal lifespan in mammals generally, and in
rodeiits, carnivores, aquatic mammals and artiodactyls, respectively.
(Seé¢ text equation (6); Table 3, rows 6,4; Table 4, row 4, Table 3,

row 3.)

Table 7. The number of species in the FDS and RDS and the
weight range, arranged by source. The parenthetical
value for the upper weight limit is for the RDS.
(breakdown of Table 6 by source)

NUMBER OF SPECIES WEIGHT RANGE REFERENCE
FDS ____RpS Kg

47 45 0.006 - 1000 14
128 79 0.02 =~ 250 23

(97.5)

132 119 0.0225 - 900 24
205 192 0.015 - 4850 25

66 59 0.0047 - 3000 26
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Fig. 5. Regression lines for maximal lifespan as a function of body
weight in mammals generally, using the full data set (FDS) and reduced
data set (RDS) derived from the five major aggregated data bases (see
Table 6, rows 1,2). The top panel is for the FDS and the lower panel
is for the RDS. The lower and upper solid lines are the best-fit
regression lines for the FDS and the RDS, respectively.

It is true that mean lifespan is generally considered to be an unreli-
able statistic. However in this large sample (n = 312), derived from
one source (23), the regression characteristic is not notably different
from those for maximal lifespan (e.g., compare row 10 with rows 3 and 6
of Table 2). This internal evidence suggests that the effects of
disease and variations in animal husbandry do not bias mean lifespan in
a way fundamentally different from maximum lifespan. At the same time
we recognize that data from an independent large sample would be of
value.

It is clear from Fig. 2 that of the five major maximal lifespan data
sets analyzed in Table 2, three have best-fit regression lines which lie
quite close to one another (see Table 2, rows 2,5,7). One data set (25)
has a smaller slope and lies everywhere above the other four regression
lines (see Table 2, row 6). Another data set (23) has a steeper slope
and lies entirely below the other four regression lines (see Table 2,
row 4). It seems reasonable to use the three regression lines which lie
close together as a basis for computing a global best-fit line for maxi-
mal lifespan as a function of body weight.
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Fig. 6. Regression lines for mean and maximal lifespan as a function of
body weight calculated from reduced data sets. Lines (a), (b), (c),
(d) and (e) correspond respectively to maximal lifespan in bats, pri-
mates and birds, and maximal and mean lifespan in mammals generally.
(See [Table 6, row 1l1]; Table 3, row 5; Table 6, row 15; text equa-
tion (6); and Table 2, row 10).

Our job is to compute mean values of the slope and intercept from
the values obtained for the three (3) most congruent data sets. In order
to allow for differences in the reliability of the values for slope and
intercept, we computed six weighting factors, each equal to the inverse
of the relevant standard error. A 'best' slope and intercept were then
calculated from the weighted values for the three slopes and the
logarithm of the three intercepts (e.g., see (55)). The result of this
computation of the best-fit function for maximal lifespan (MLS) is:

MLS = 9,97*(x**0.15) (years) (6)

where 'x' is body weight in Kg.

By way of comparison, Sacher (5) obtained the values 10.4 and 0.172
for the intercept and exponent respectively (see Table 8, row 2). We
have used equation (6) to compute the best fit regression line for maxi-
mal lifespan as shown in Figs. 4 and 5.

For comparative purposes we have also computed a 'best-fit'
regression line by a different method. It might be supposed that the
skewness in the data could be reduced by choosing an appropriate subset
of the data. One reasonably objective way to accomplish this is to
select out one single value of maximal lifespan for each family repre-
sented in a data set (there are about 130 families of mammals altogether
(39)). Accordingly, we picked out the largest value of maximal lifespan
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for each family represented in the data of Jones (25,27) and computed
the best-fit regression line (see Table 3, row 7). It is curious that
the mean percent deviation and the asymmetry in the distribution of data
points are both still very high (see Table 3, row 7, colums 10,11).
However, the slope (0.155) of the best-fit regression line calculated in
this way is very close to the value (0.15) obtained above (see equation
(6)), whereas the intercept (13.9) is significantly higher. For the
aggregated data set (see Table 6, row 2) we find a slope of 0.170, very
close to the value of 0.172 reported by Sacher (5) and somewhat above
the values of 0.15 and 0.155 just obtained above by two different
methods. At the same time the analysis of the grouped data (see Table 6,
row 4) gave a slope of 0.168. It is a matter of conjecture which value
is 'best'; present evidence is that the the slope of the best-fit
regression line relating maximal lifespan to body weight in mammals
generally has a slope of 0.15 - 0.17.

Maximal lifespan in male and female mammals. The slope and inter-
cepts for the regressions lines for maximal lifespan as a function of
body weight in male and female mammals are essentially the same (see
Table 3, rows 1 and 2, columns 7 and 8). Snyder and Moore (13) reported
a similar finding, drawing on a smaller sample. This result suggests
that there are no systematic differences in maximal lifespan as between
male and female mammals in a sample drawn from about 70 species and 10
orders. It may be, however, that in any given population a larger pro-
portion of females than males actually achieve the maximal lifespan, but
the data analyzed here do not speak to this point. Whether females have
a greater maximal lifespan than males, or vice versa, within specific
orders, can be reliably determined only by drawing on a larger data base
than that analyzed here.

Maximal lifespan in aquatic mammals, artiodactyls, carnivores, and
rodents. Fig. 4 shows that, by and large, captive rodents, artiodactyls
and carnivores have similar maximal lifespans to those of captive mam-
mals generally (see Table 3, rows 3, 4, and 6). Aquatic mammals in the
wild have maximal lifespans at least as large as those for (captive)
mammals generally (see Table 4, row 4). This inference is tempered by
the very small sample size and by the fact that maximal lifespans in
these species are estimates based on indirect criteria (e.g., ear-plug
laminations or the state of the dental pulp).

The slopes for the regression lines of maximal lifespan on body
weight in artiodactyls, carnivores, marsupials, primates and rodents as
calculated from the aggregated data set (see Table 6, rows 5-14) are
equal to or higher than those obtained from the individual data sets
(see Table 3), but the differences are not statistically significaat.

Western (8) has reported the results of maximal lifespan studies in
artiodactyls, carnivores and primates and Economos (7) gives results for
carnivores, rodents and ungulates (see Table 8, rows 12,13,14). All of
the results reported here are based on larger sample sizes than those
drawn on in these earlier studies.

Maximal lifespan in captive mammals as a function of organ weight.
We find that brain weight accounts for only about 60% of the variance in
lifespan, whereas Sacher (5) reports that brain weight accounts for some
70% of the variance (see Table 4, row 2; Table 6, row 7). In a substan-
tially smaller sample, we see that about 75% of the variance in maximal
lifespan in captive mammals is accounted for by variation in kidney
weight (see Table 4, row 2).

Mean and maximal lifespan in captive mammals. Fig 5. shows that the
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slope of the regression line for mean lifespan is quite similar to the
slope for the best-fit line for maximal lifespan (see Table 2, row 10)
and equation (6) above). The slopes for the regression lines for mean
and maximal lifespan are 0.185 * 0.038 and 0.163 * 0.022 in artiodac-
tyls; 0.162 * 0.031 and 0.170 % 0.021 in carnivores; 0.188 % 0.033 and
0.195 # 0.029 in primates; 0.103 * 0.025 and 0.127 % 0.030 in rodents
respectively (see Table 5, colum 7 and Table 3, column 8). None of
these slopes for mean and maximal lifespan within an order are signifi-
cantly different.

The slope (0.127) of the regression line for mean lifespan as a
function of body weight obtained here is lower than the value (0.17)
obtained by Blueweiss et al. in a smaller sample ( compare row 10, Table
2 with row 3, Table 6).

The ratio of maximal to mean lifespans, as estimated from the ratios
of the intercepts, are 4.1, 2.7, 5.4 and 3.3 for artiodactyls, car-
nivores, primates and rodents, respectively.

Maximal lifespan in bats, birds and primates. On the basis of
existing evidence, it is clear from Fig. 5 that bats (in the wild) are
the longest lived mammals over their whole weight range (i.e., for body
weights less than one kg)(see Table 6, row ll1). Data for bats have
often been excluded from lifespan studies on the grounds that these ani-
mals engage in torpor and hibernation. However, tropical bats, which,
in general, neither enter torpor nor hibernate (22) are also very
long-lived. Captive primates on average have shorter maximal lifespans
than bats over their common weight range, but greater maximal lifespans
than non-flying mammals of similar size.

Birds are shorter-lived on average than bats over their common
weight range and have longevities similar to those of primates over
their shared weight range. Apart from bats and primates, birds in the
sample studied have greater maximal lifespans than mammals of similar
size. Because of the large standard error (0.063), the slope of the bat
line is not significantly different from the slopes for the other groups
(see Table 6, row 1ll).

The reader who compares our plot of maximal lifespan in birds and
mammals (Fig. 4) with the plot of Lindstedt and Calder (31) will note
that their regression line for maximal lifespan in mammals is parallel
and rather close to the bird line. Our regression for maximal lifespan
in mammals generally is significantly lower than the bird line and has a
noticeably smaller slope. There are two reasons for this discrepancy.
First, these workers (31) use the value of 15.7 for the weight-
coefficient in Sacher's equation (12) for maximal lifespan as a function
of body weight. The correct value is 11.6, which is 26% lower (see
Table 6, row 1 and Table 1 and Fig. 1 in the more recent paper by Lind-
stedt and Calder%5). Second, like Economos6’7, these authors draw on
Sacher's earlier work rather than on his recent and more extensive stu-
dies. The slope Sacher obtained in his first study (12) of maximal
lifespan as a fuaction of body weight in 63 species of mammals was
0.198, but in his second study (5) of 239 species he obtained a slope of
0.172.

As an aside we recall that it has been argued (45) that lifespan can
be expected to scale with body weight as do frequencies (e.g, heart
rate), which in several cases seem to vary as about the negative one-
quarter power of body weight. Several remarks are in order. First, our
empirical results do not support any such contention. Maximal lifespan
in captive mammals generally does not scale even approximately as the

69



one—-quarter power of body weight. Second, since maximal lifespan is by
definition a single-valued quantity for any one species, the concept of
frequency is inapplicable. Finally, the data bases on which the inverse
one—quarter power rule for frequencies are based appear to have neglected
the possible influence of activity cycles. The study of the scaling of
biological frequencies with body weight would perhaps benefit from a
critical re-examination of the data from this standpoint (46).

Maximal lifespan in wild and captive mammals. The regression line
shown in Flg. 4 suggests that mammals in the wild, and more specifically
aquatic mammals, may have maximal lifespans not very different from
those expected for (captive) terrestrial mammals (see Table 4, rows
3,4). It is true, however, that the data base on which this inference
is based is small and the lifespan evidence itself is circumstantial.

GENERAL DISCUSSION

The data base assembled here is quite heterogeneous. The data of
Flower (14), summarized in Table 2 (rows 1,2), cover the widest weight
range (column 4), have the smallest number of points deviating by more
than 100% from the regression lines calculated for FDS (column 12) and
show the highest correlation ceofficient (for the RDS). The Anonymous
data set (Table 2, rows 3,4,,10) covers the largest number of species,
exhibits the greatest mean percent deviation from the calculated
regression line and shows the greatest asymmetry. The data of Crandall
(24) have the smallest weight range of the five large (N > 150) data
bases and show the least asymmetry (see Table 2, row 5). The data of
Jones (25) cover the greatest number of orders but show the lowest
correlation coefficient for maximal lifespan as calculated from a RDS
(see Table 2,row 6, colums 1,9). The data set of Eisenberg (26) shows
the greatest symmmetry of points about the regression line (see Table 2,
row 7, column 1l1). We emphasize again that only two (i.e.,(14,23)) or
possibly three (i.e., (14,23,25)) of the data sets are independent of
one another. The remaining data sets overlap to an indeterminate
degree.

It is interesting to find that significant numbers of the values for
maximal lifespan deviate from the regression lines by more than 100%,
and always fall below the lines. This finding may reflect an inherent
dispersion in maximal lifespans in captive mammals at constant body
weight., On average, bats, and over part of their weight range, primates
and possibly aquatic mammals, have substantially greater lifespans than
other mammals of similar body weight. But when we delete the lifespan
data for these three groups from the data set of Crandall (24) we find
that the mean percent deviation is essentially unaffected, and the asym—
metric distribution of points actually worsens (compare rows 5 and 9,
Table 2). Thus, the asymmetric distribution does not seem to be attri-
butable simply to inter—group variation. On the other hand, the mean
percent deviations from the regression lines for individual orders are
mostly smaller than the deviations for the mammalian lines generally,
and the asymmetry smaller, suggesting that intergroup variation may make
some contribution to the global asymmetry (compare colums 10,11 in
Table 3 with those in Table 4).

We think it more plausible, in the absence of other evidence, to
assume that the asymmetric distribution of data points results chiefly
from some species thriving very much better in captivity than others.
The typically high, but very variable values for infant mortality in
zoos seems to point in this direction (Anonymous (23)). Since sur-
vivorship curves are skewed to the right, the probability of reporting a
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low value of maximal lifespan 1s greater than that of reporting a high
value. Whatever the correct interpretation our findings mean that there
is a systematic skewness in the maximal lifespan data which thus far has
gone unreported. However, this skewness appareantly has only a rather
small effect on the intercept and slope of the regression lines (see
Fig. 1 and compare rows 1 and 2, and rows 3 and 4 in Table 2 and rows 1
and 2 in Table 6).

Parenthetically, we observe that because of the low correlation
coefficients, the slopes and intercepts which we find would change if we
adopted an analytical method other than regression analysis (e.g.,
reduced major axis analysis). However, there is no reason to anticipate
that the inter-relationships among the various regression lines would be
significantly altered by doing the calculations in another way. We are
chiefly interested in the pattern of relationships among different
orders of mammals, and in the best-fit line for mammals generally.
Gender does not seem to introduce a systematic bias into the data, a
finding in keeping with our earlier studies of organ scaling in mammals
(42,43,44) and with a mammalian lifespan study of Snyder and Moore (13).

It is perhaps surprising, but also reassuring, to find that maximal
lifespan seems to reflect the same underlying phenomenon as mean
lifespan. There is considerable skepticism as to whether mean lifespan
is a meaningful statistic, due to the possibly capricious effects of
disease and animal husbandry. Based solely on the regression charac-
teristics, we do not see compelling grounds for regarding mean lifespan
as fundamentally different from maximal lifespan. To a rough approxima-
tion, our results suggest that maximal lifespan in captive mammals is
simply a multiple of mean lifespan. A reasonable inference is that
maximal lifespan measures a fundamental life-history characteristic of a
species and not just the aberrant characteristics of a few resilient
members of a species, as has sometimes been suggested. The relationship
between mean and maximal lifespan is one worthy of further study.

Synder and Moore (13) put forward the conjecture that maximal
lifespan in wild mammals may not be very dissimilar to that found in
captive mammals. Our findings, in a small sample dominated by aquatic
species (for which values of maximal lifespan in captivity are unknown),
seem to support this (see Table 4, rows 3,4).

One of the motivations for undertaking this study was to re-examine
the question of the dependence of maximal lifespan on organ weight.
Unlike Sacher (5,12), we do not fiand empirically that brain weight
necessarily accounts for significantly more of the variance than does
body weight (compare row 1, colum 9, Table 4 with row 2, Table 2).
Moreover, as Economos (6,7) has already emphasized, there is nothing
special about brain weight as a variate. Kidney, liver or adrenal
weights explain as much of the variance as brain or body weight (compare
Table 4, row 2, and Table 8, rows 9,10 with Table 2, rows 1 - 9)., In
general, there is little theoretical reason to expect that organ weight
will explain more of the variance in maximal lifespan than body weight.

CONCLUSIONS

Many species of bats and primates have a substantially longer
lifespan than other mammals of comparable body size. In the case of
bats this positive difference in maximal lifespan is not explicable in
terms of greater brain weight (22). Birds have maximal lifespans akin
to those of primates of similar size, but less than those of like-sized
bats. By-and-large, birds are longer lived than mammals of comparable
size. Again, this differeace in maximal lifespan is not generally
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explicable in terms of greater brain size. Birds weighing more than 100
grams have smaller brains, on average, than mammals of comparable size
(50). (The size of birds ranges from about 2 g for the Bee hummingbird
to less than 200 kg for ostriches, giving a pWR of about 5 (51). Thus,
approximately 60% of the avian size range, on a logarithmic scale, is
above 100 grams). Brain size may be an important determinant of maximal
lifespan, but neither the scaling data nor the supporting arguments have
made a convincing case for it.

A plausible conjecture is that maximal lifespan in all species
reflects a cellular function (e.g., one mediated by repair systems).
The genetic substrate for "longevity-assurance" would presumably be
distributed throughout all the cells of any organ, with the degree of
expression no doubt varying from tissue to tissue and from species to
species. But if the amount of cellular substrate actually expressed
varies quantitatively with lifespan, on average, as seems reasonable,
then a component of the variance in lifespan would automatically be
associated with variance in body weight. But many factors, such as
reproductive strategy, stability of food supply, and predator pressure
may influence the selection of a particular value for mean or maximal
lifespan in any given species. We see no reason at present to expect
that these broadly ecological influences will have any significant
coupling to body weight. (The fact that body weight accounts for only
about 507 of the variance in maximal lifespan seems to point in this
direction). There is the likelihood that many factors apparently corre-
lated with maximal lifespan merely reflect joint correlations with body
weight and have little, if anything, to do with aging per se. Thus fac-
tors well correlated with maximal life span but poorly correlated with
body weight may be especially attractive for further investigation. The
influence of such body-weight independent "“longevity-assurance" factors
may be mediated chiefly by subtle systemic changes in the neuroendocrine
system (53,54).
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WHY SHOULD SENESCENCE EVOLVE?
AN ANSWER BASED ON A SIMPLE DEMOGRAPHIC MODEL

Henry R. Hirsch

Department of Physiology and Biophysics
University of Kentucky
Lexington, KY

INTRODUCTION

Why age? Many single-celled organisms do not undergo either
individual or clonal senescence. Moreover there are multicellular
organisms which show no aging because lost cells, subcellular organ-
elles, and smaller constituents are continually replaced. It would
appear that evolution has simultaneously progressed in two divergent
directions. On the one hand, highly evolved species tend, in general,
to live longer than primitive ones. On the other hand, most higher
forms, at least in the animal kingdom, exhibit aging. Other things
being equal, it is clear that long life confers selective advantage on
a species. It is much less obvious that aging does so.

According to an old saying, nothing is certain but death and taxes.
The omission of senescence from this brief list reflects well upon the
wisdom of the author of the maxim. Since thermal noise is ubiquitous,
all patterns and structures are subject to eventual destruction, as are
the plans and templates from which such structures can be repaired.
Death appears to be the inevitable end of all life. However there is
no law, thermodynamic or otherwise, which requires senescence to be
universal.

Almost 100 years ago, August Weismann (1889) speculated on the
causes of "normal death - senility so-called," i.e. what we now call
"senescence." Weismann considered that such death "is not a primary
necessity but that it has been acquired secondarily as an adaptation."
He believed that "life is endowed with a fixed duration, not because it
is contrary to its nature to be unlimited but because the unlimited
existence of individuals would be a luxury without any corresponding
advantage." Essentially the same view will be adopted in the present
study, although no recourse will be made to the position that senes-
cence has adaptive value. A very simple demographic model will be used
to show that a hypothetical population displaying senescence can have
selective advantage over one which is subject only to random accidental
death. Thus it is possible that senescent organisms evolved from more
primitive ancestors which did not age. The distinction between the evo-
lution of senescence and the evolution of longevity will be emphasized.
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The demographic model which will be investigated here was origin-
ally proposed in a more picturesque form by Medawar (1952). He consid-
ered a population of 1000 glass test tubes in use in a laboratory. Ten
percent, or 100, were broken by accident each month, and these were
regularly replaced. Once the population had achieved a stable distri-
bution, there were 100 test tubes aged 0-1 month, 90 aged 1-2 months,
81 aged 2-3 months, and so on. There were very few that were very
old. Medawar introduced senescence into this population by specifying
that, after a certain age, as a result of some intrinsic shortcoming,
the test tubes would suddenly fall to pieces. He argued that this dis-
integration would, if it occurred at a sufficiently great age, have
little effect on the population as a whole because so few old test
tubes would remain to be affected. Moreover, the disaster which would
befall a small number of old individuals could be compensated by giving
a small advantage, such as a modest percentage increase in the replace-
ment rate, to the large number of young individuals in the population.

Williams (1957) placed Medawar's model in a more specifically
genetic context. He assumed that senescence is an unfavorable charac-
ter and that its development is opposed by selection. However he
accepted Medawar's postulate that senescence might evolve as a result
of processes that are favorable in early life but have cumulative bad
effects later on. He presented evidence and arguments to show that
these processes are mediated by the action of pleiotropic genes which
are responsible for vigor in youth at the price of vigor at more
advanced ages.

A footnote in Medawar's (1952) essay suggests that he investigated
some of the mathematically accessible consequences of his "sudden-death"
test-tube model. Unfortunately, as Wallace (1967) pointed out, none of
this work has been reported. Wallace himself presented equations which
describe several special cases of a demographic model in which senes-
cence is compensated by an early advantage to the population. However
Wallace did not employ a criterion by which a given degree of senes-
cence may be balanced or "titrated" against a particular level of early
improvement in the life history of an organism. Therefore the results
of nis calculations reflect changes in the longevity of the model popu-
lation as well as changes in its degree of senescence.

This difficulty was circumvented in two later papers (Hirsch,
1980; Hirsch, 1982) by adjusting the parameters of the longevity
function or survival curve such that its mean value is maintained
constant for all degrees of senescence. The same method will be used
here and will be supplemented by calculations in which the
survival-curve parameters are adjusted to achieve constancy of the
average age at death rather than constancy of the mean longevity.

Gompertzian and other qualitatively equivalent survival functions
were employed by Hirsch (1980, 1982) to calculate the rate of natural
increase of various model populations. In all cases in which biolog-
ically reasonable parameter values were chosen, there was a net
selective advantage associated with the introduction of senescence,
appropriately titrated against youthful survival, relative to a
population in which the death rate was independent of age.

In the present work, the survival curve takes the exact form pro-
posed by Medawar (1952). Senescence is represented by sudden death at
a particular age. At that age, the death rate, previously constant,
reaches an infinitely high peak, and the survival curve, previously a
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declining exponential, drops vertically to zero. This survival func-
tion is not as good an approximation to longevity data in natural popu-
lations as the Gompertizian and other curves employed earlier (Hirsch,
1980; Hirsch, 1982). However it is more convenient to use when the
effects of senescence must be distinguished from those of longevity,
and it is of historic interest in view of the continuing influence of
Medawar's (1952) essay. Furthermore, the sudden-death model has the
important didactic advantage that the equations which describe it can
be solved straightforwardly by elementary mathematical methods rather
than with the use of Laplace transform techniques and machine
computation.

The research reported here consists of a more detailed
quantitative exploration of Medawar's (1952) ideas. The evolutionary
advantage of a population is evaluated by calculating its rate of
natural increase. Other parameters of interest, such as the
reproductive fraction, the generation time, the mean longevity, and the
average age at death are also obtained. Senescent populations are
compared to a nonsenescent reference population in which death takes
place only as a result of randomly occurring accidents. Results show
that a reduction in mortality at a early age can compensate for the
sudden death of the whole population at an advanced age because so few
individuals in the nonsenscent population survive to reproduce in old
age.

METHODS

Various hypothetical senescent and nonsenescent populations will
be compared below in order to examine the consequences of sudden-death
senescence. Numerical values of the rate of natural increase and of
other quantities which describe these populations will be obtained.

It is convenient for these purposes to express the following postulates
and results in analytic form:

Maternity Function

The demographic model presented here is completely characterized
by a birth-rate or maternity function and a survival or longevity func-
tion. It is assumed that the life history of each population which is
described is reflected in the mathematical properties of these two func-
tions.,

The maternity function, m(t), represents the probability per unit
age interval that an organism reproduces between ages t and (t + dt).
Constant and exponentially increasing and decreasing maternity func-
tions were treated by Hirsch (1980), and a quasi-human function was
also examined (Hirsch, 1980). Here attention will be restricted to the
constant maternity function

m(t) = m, (1)
where m is constant.

In addition to mathematical simplicity, this choice has the virtue
that it focuses attention on the survival curve. With the use of the
constant maternity function, it becomes completely clear that any
influence of senescence upon selective advantage is entirely indepen-
dent of the timing of reproduction.

77



In much of what follows, the value of the constant m will be set
equal to one. This is the same as choosing the unit of time to be the
inverse of the rate of reproduction. For example, if the organism is a
cell which divides daily, the time unit is one day.

Longevity Function

The longevity or survival function represents the probability that
an organism survives to and dies at age t. The general form of the
longevity function describing sudden-death senescence is

ot
1(t) =e ,» t < T,
= 0, t > T, (2)
where ug is the presenescent death rate and T is the time of senes-
cence, that is, the time at which sudden death occurs. Both yg and T
are positive constants.

By definition, the age-specific death rate is

= - 1 1 .
u(t) Gl d ét) (3)

With the use of egns. (2),
u(t) = wo *+ up(t -T), t
= 0, t > T, (4)

A

T,

where ug (t - T) is a unit impulse function, i.e., a pulse or "spike"
of unit area that is infinitely high but infinitesimally narrow. The
unit impulse function is mathematically equivalent to the Dirac delta
function.

As illustrated in Fig. 1(a), the longevity function falls exponen-
tially from unity at the rate ug until the time of senescence, T. At
time T, sudden death strikes those organisms which remain alive. In
terms of Medawar's example, the test tubes spontaneously disintegrate.
The longevity function drops to zero. The death-rate function, Fig.
1(b), shows the same thing in a different way. The death rate remains
constant until an instant at time T when it becomes infinite, reflect-
ing the complete annihilation of the population.

A nonaging population, i.e., one for which T » » , may be treated
as a special case of egns. (2) and (4). Since the unit impulse function
in eqn. (4) occurs at infinite age, it operates on a population of zero
size, has no effect, and may, in the absence of senescence, be omitted.

Rate of Natural Increase

The rate of natural increase, r, is used here as the measure of
selective advantage. The value of r is the rate at which a population
increases when it is growing exponentially and its age distribution is
stable. The use of r selection to represent selective advantage is
reasonable but is by no means mandatory. Medawar himself (1952) pre-
ferred Fisher's (1958) reproductive value. However Hamilton (1966) and
Charlesworth (1980) argued against this choice and in favor of the rate
of natural increase or its derivative with respect to age-specific
survival.
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Kirkwood (1981) discussed the merits of r selection relative to K
selection. In K selection, the carrying capacity or equilibrium popu-
lation size, K, is maximized for species under intense competition in
stable environments. Kirkwood elected to use r selection and to repre-
sent the effects of competition implicity by their influence on.birth
and death rates. The same approach was adopted by Hirsch (1980, 1982)

and will be used here.

(1)
4
1.0
e Mot a
00 T » 1
p(t)
Py Uy (t-T)
A b
Ho
o° = > ¢

Fig. 1 (a) Longevity function, 1(t), and (b) death
rate, u?t), as functions of age, t. Sudden
death, represented by a vertical drop in 1(t)
and by a unit impulse, ug(t-T) in u(t),
occurs at time T. Prior to T, the death rate
has the constant value yug.

The rate of natural increase can be calcuated with the use of the
well established characteristic equation

o
fe-stl(t)m(t)dt = 1. (5)

0
Values of s for which egn. (5) is valid are called its solutions or
roots. The largest real root is r, the rate of natural increase. A
modern derivation of eqn. (5) together with a brief description of its
history has been presented by Hirsch (1980).

With the substitutions of eqn. (1) to represent the maternity func-
tion and egns. (2) to represent the longevity function, integration of



the characteristic equation (5) yields

.nl[l - e-S‘T] -1, (6)
Sl

where
s' = s *+t 5. (7.1)

Note that the upper limit of integration in eqn. (5) becomes T, since
1(t) =0 when t > T.

After the maternity rate, m, and the time of senescence, T, have
been specified, eqn. (6) can be solved numerically for s'. Fortu-
nately the solution of eqn. (6) and all of the other numerical calcula-
tions described here can be handled conveniently on an inexpensive
pocket calculator which has a 32-step or larger key program.

Once eqn. (6) has been solved for s', the rate of natural
increase, r, is immediately obtainable for any value of the
presenescent death rate, ug. From egn. (7.1), since r = s,

r = s' - HO o (7.2)

An increment in the presenescent death rate is reflected in an exactly
equal decrement in the rate of natural increase of the population.

Reproductive Fraction

The reproductive fraction, R, (sometimes called the net reproduc-
tive rate) is defined as the number of offspring per parent. If the
function on the left-hand side of egn. (5) is designated F(s),

R = 1lim F(s) (8.1)
s>0
(0]
= f](t)m(t)dt . (8.2)
0

With the help of egns. (1) and (2),

- T
R=m[1-e"°]. (9)
Ho

Generation Time

The generation time, Tg, is defined by the relation

R = e 9 » (10)

Tg = InR (11)
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Mean Longevity

The mean of the longevity function, T, is the average age of the
living organisms. It is calculated from the definition of the mean in
the usual way:

ﬂ?(t)dt
T -2 . (12)

f Tt)at

0
The result of performing the indicated integrations with the use of

egns. (2) is

uoT
T-1]1-—2> | (13)
Ho eto! - 1

Average Age at Death

A general formula for the average age of an organism at death is

f‘f (t)1(t)dt
Ty = Ou . (14)
03]
f S(£)1(t)dt
0

Given the longevity and death-rate functions specified in eqns. (2) and
(4) respectively,

_ -ugl
d = L |: 1 - e ]‘ (15)
Ho

Eqns. (14) ana (15) are derived in the appendix.

Comparison of egns. (9) and (15) reveals a simple relation between
the reproductive fraction and the average age at death:

R = m-fd . (16)

RESULTS: EFFECTS OF SENESCENCE

The hypothetical populations which will be presented in order to
assess the effects of senescence are special cases of the demographic
model described by the equations which appear in the preceding section.
The populations are characterized by the values of the parameters ug
and T, which appear in the longevity function.

Case 1: A Nonsenescent Reference Population

In the absence of sudden-death senescence, T » «» , and eqn. (6)
reduces to s' =m. From egn. (7.2), r = m - ug; the rate of natural
increase is equal to the difference between the birth rate and the
death rate.
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The value of m, in the interest of convenience, will be set equal
to one for the nonsenescent population and for each of the senescent
populations to be treated below. In the nonsenescent population the
value of up will also be set equal to one so that the rate of natural
increase is zero.

The nonsenescent population so specified will serve as a reference
against which senescent populations can be compared. Populations to which
senescence brings selective advantage will have positive r values;
populations to which senescence is a disadvantage will have negative r
values.

Case 2: Senescent Populations Having the Same Presenescent Death Rate
as the Reference PopuTation

Values of the rate of natural increase and other variables of
interest are shown in Table 1 for the nonsenescent reference population
(1ast row) and for senescent populations having the same presenescent
death rate as the reference population. The rates of natural increase
are also displayed in Fig. 2 to facilitate comparison with r-value
results which will be obtained for other populations.

As Williams (1957) noted, senescence is an unfavorable character;
if T is finite, the values of r which appear in Table 1 are negative.
However the essence of Medawar's (1952) argument is borne out. The r
values differ very little from zero if T > 4. Senescence has little
effect on selective advantage if it is sufficiently delayed. The rate
of natural increase becomes markedly negative only if sudden death
takes place at an early age.

The decline in the rate of natural increase which accompanies
sudden-death senescence is the result, in part, of a reduction in the
reproductive fraction, R, and, in part of a shortening of the genera-
tion time, Tq. Inspection of eqn. (11) shows that smaller values of
Tq are associated with larger values of r if R > 1 and r > 0, but
résult in more negative values of r if R < 1 and r < 0. If a popula-
tion is expanding, faster turnover causes faster growth, but, by the
same token, if it is declining, faster turnover hastens its demise.

It should be noted that the effect of sudden death upon the rate
of natural increase in these populations cannot be attributed solely to
senescence. A reduction in the value of T is associated with corre-
sponding reductions in the average age at death, tq4, and the mean
longevity, t. Thus the introduction of sudden death in the nonsenes-
cent reference population has two effects: (1) It causes senescence by
producing a dramatic increase in the death rate at time T, and (2) it
reduces longevity by eliminating the oldest part of the population.
Both of these effects contribute to the selective disadvantage associa-
ted with sudden death,

Case 3: Senescent Populations in which there is No Presenescent Death

The question arises as to what extent early selective advantage
can compensate for the disadvantage of sudden death. If early advan-
tage is to be represented by a change in the longevity function, the
maximum advantage is secured by reducing the presenescent death rate,
ug, to zero. The longevity function is then of the rectangular form
associated with a maximally senescent organism.
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Table 1. Cases 1 and 2: Values of Variables Describ-
ing Populations for which the Presenescent
Death Rate Has the Value 1.
T: time at which sudden death occurs
r: rate of natural increase
Tg: generation time
R: reproductive fraction
Tq4: average age at death
mean longevity
T r Tg R =14 t
.5 -3.51 .266 .393 .229
.693 -2.00 .347 .500 .307
.75 -1.73 .369 .528 .329
1.00 -1.00 .459 .632 .418
1.20 -0.686 .522 .699 .483
1.50 -0.417 .605 J77 .569
2.0 -0.203 716 .856 .687
3.0 -0.059 .858 .950 .843
4.0 -0.020 .932 .982 .925
5.0 -0.007 .968 .993 .966
® 0.0 1.000 1.000 1.000

-0 Po= |
-20%-
Fig. 2 Rate of natural increase, r, as a function

of time of senescence, T, under the indicated
conditions. In the nonsenescent population
or if Tg =1, r =0. up: presenescent

death rate. t: mean longevity, tq

average age at death.
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Table 2. Case 3: Values of Variables Describing
Populations for which the Presenescent
Death Rate is Zero. Symbols are defined
in the caption to Table 1.

.5 -2.51 .276 .5 .25

.693 -1.00 .367 .693 .347

.75 -0.73 .392 .75 .375
1.00 0.00 .500 1.00 .500
1.20 0.314 .581 1.20 .600
1.50 0.583 .696 1.50 .750
2.0 0.797 .870 2.00 1.000
2.412 0.880 1.000 2.412 1.206
3.0 0.940 1.167 3.00 1.500
4.0 0.980 1.414 4.00 2.000
5.0 0.993 1.621 5.00 2.500

As shown in Table 2 and in Fig. 2, rates of natural increase for
populations in which ug = 0 are greater by one unit than the corre-
sponding values given in Table 1 for populations in which pg = 1.
Thus r > 0 for T > 1. The action of a pleiotropic gene which would
eliminate death until age T in exchange for certain death at age T
would lead to selective advantage if T > 1.

This improvement is largely due to an increase in the reproductive
fraction. In the range 2.412 > T > 1.0, a reduction in the generation
time relative to that of the reference population also contributes to
the improvement in the rate of natural increase. For T > 2.412, an
increase in generation time above that of the reference population
partially offsets the effect of the increase in the reproductive
fraction.

Here, as in case 2, it is impossible to distinguish the influence
of senescence from that of longevity upon changes in the rates of
natural increase. Rectangularizing the survival curve by lowering the
presenescent death rate to zero produces a greater degree of senescence
in case 3 than in cases 1 and 2. However the lower death rate, which
leads to greater selective advantage, is also associated with values of
the average age at death and of the mean longevity which are greater
than in case 2.

Case 4: Senescent Populations Having the Same Mean Longevity as the
Reference Population

The mean of the longevity function which describes the survival of
a population is equal to the mean age of a living individual in the
population. By appropriate adjustment or "titration" of the presenes-
cent death rate, it is possible to specify senescent populations which
differ in the time at which sudden death takes place but which have the
same mean longevity as the reference population. This is accomplished
by setting t = 1 in eqgn. (13) and solving numerically to obtain pg
for any desired value of T.

The results, which appear in Table 3, show that, as senescence
occurs at progressively earlier ages, the presenescent death rate must
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Table 3. Cases 1 and 4: Values of Variables
Describing Populations for which the Mean
Longevity Has the Value 1.

uo: Presenescent death rate
Other symbols are defined in the caption to

Table 1.

T Ho r Tg R=14
2.0 0.000 .797 .870 2.000
2.2 .249 .595 .886 1.694
2.4 424 .455 .901 1.506
2.6 .550 .354 .914 1.383
2.8 .645 .280 .925 1.296
3.0 .716 .224 .935 1.233
3.5 .833 .133 .955 1.135
4.0 .898 .081 .969 1.083
4.5 .936 .051 .979 1.051
5.0 .960 .032 .985 1.032

® 1.00 0.00 1.00 1.00

be correspondingly reduced to maintain the value of the mean longevity
equal to one age unit. When T = 2, the presenescent death rate is
zero, and the longevity function is rectangular. No further reduction
in T is possible.

The lower the age at which sudden death occurs, the greater the
rate of natural increase, and the more nearly rectangular the survival
curve becomes. This improvement is due to a substantial increase in
the reproductive fraction and to an accompanying modest decrease in the
generation time. '

The improvement in the rate of natural increase cannot be attribu-
ted to a gain in longevity, since the mean longevity is the same for
all populations considered, that is, for sudden death at any age
greater than 2. Thus the same result that was demonstrated earlier
(Hirsch, 1980; Hirsch, 1982) is also obtained here: Senescence leads
to selective advantage if titrated against an improvement in the
presenescent death rate in such a way that there is no effect on the
mean longevity. Moreover, the greater the degree of senescence, the
greater the advantage.

Case 5: Senescent Populations Having the Same Average Age at Death as
the Reference Population

The mean of the longevity function measures the average age of a
living organism. In the reference population, the mean longevity is
the same as the average age at death, Both have the value 1. However
it is evident that this coincidence is not general. For example, in
the case of a rectangular survival curve describing sudden death at age
2, the average age at death is also 2, but the mean longevity is 1.

This difference suggests that it would be worthwhile to titrate
the presenescent death rate against the age of sudden death in such a
way that the average age of death retains the value, unity, which it
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has in the reference population. Values of pg can be obtained by
setting tg = 1 in eqn. (15) and solving it numerically. Results,

shown in Table 4, indicate that the presenescent death rate for any
specified value of T is higher than the corresponding entry in Table

3. Presenescent death rates in populations in which the average age at
death is held constant are higher than in populations in which the mean
longevity is held constant but lower than in the nonsenescent reference
population.

Note that if Ty =1 and m = 1, eqns. (6) and (15) have exactly
the same form. If eqn. (6) were solved for s' and eqn. (15) were
solved for uy, the results would be identical. Stated more simply,
s' = pg. From egn. (7.2), r = s' - yo = 0. Thus the rate of
natural increase is zero for all populations having the same average
age at death as the reference population. Selective advantage relative
to the reference population is neither positive nor negative but remains
neutral.

Since R = T4 = 1 [eqn. (16)], the reproductive fraction, like r,
is independent of T. In view of the relation between r, R, and T
given in eqn. (11), it might be anticipated that the generation time,
Tq» would be similarly constant, but this is not the case. Substitu-
tion of the values r = 0 and R = 1 in egn. (11) yields an indeterminate
"0/0" form. A straightforward calculation presented in the appendix
establishes this fact more rigorously and shows that Tg = t.

Table 4. Cases 1 and 5: Values of Variables
Describing Populations for which the
Average Age at Death has the Value 1.
For al1 T, r =0 and R = 1 (See text).

uo: Presenescent death rate
Other symbols are defined in the caption

to Table 1.

T ].Io Tg = f
1.0 0.0 .500
1.1 .176 .532
1.2 .314 .562
1.6 .642 .665
2.0 .797 .745
3.0 .940 .873
4.0 .980 .939
5.0 .993 .972

o 1.00 1.00

Since the generation time is equal to the mean longevity, it can be
calculated with the use of eqn. (13). Results given in Table 4 show
that sudden-death senescence reduces the values of both of these
quantities.

DISCUSSION

The foregoing demographic model demonstrates that a senescent
population may evolve from an "immortal" one if the disadvantage of
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senescence is sufficiently compensated by an early advantage, such as a
diminution in the presenescent death rate. To determine whether the
model has any basis in reality, it is necessary to ask whether
senescence has, in fact, evolved.

There can be little doubt that longevity has evolved under the
influence of natural selection. Although there is a great deal of
scatter in the data, many observations, e.g., those summarized by
Cutler (1978), support the thesis that more highly evolved species tend
to have longer lives. However the longevity of a population is easier
to ascertain than its level of senescence. Longevity can be character-
ized by a single number, such as the maximum lifespan, the average age
at death, or the mean of the survival curve. To demonstrate senescence
requires the collection of sufficient data to construct the entire
survival curve. This rather arduous task has been accomplished for
very few living species and is virtually impossible for extinct species.

If survival curves, or what is equivalent, death-rate functions,
were available for many species on the evolutionary ladder, their
shapes could be examined to determine the point or points at which
aging first appeared or whether, indeed, it had always existed.
Exponentially declining survival curves and flat death-rate functions
would signify nonsenescent populations. Aging would reveal itself
through more rectangular survival curves and rising death-rate
functions.

Although not much information of this sort exists, the little that
js available supports the concept that natural setection has favored
senescence as well as longevity. Sonneborn (1978) and Smith-Sonneborn
(1985) noted that bacteria and certain other single-celled organisms
are nonsenescent, while some unicellular organisms are known to age.
Strehler (1977) reviewed evidence indicating that there are single-
celled organisms which age and a few primitive multicellular organisms
which do not. However, aging appears to be universal in highly evolved
metazoa, and there are some survival data which indicate that the
degree of senescence is greater in more highly evolved forms (Johnson,
1963). A1l of this suggests that senscence has evolved in parallel
with longevity.

Sacher (1978) stated that the evolution of senescence and the
evolution of longevity are diametrically opposed hypotheses. The
populations examined in the demographic model presented here show that
there is no reason, in principle, why such a conflict must exist.
Sacher's argument appears to be based on the proposition that a
nonsencenscent organism is "potentially perfect." In the demographic
model, the nonsenescent organism is subject to random destruction which
cannot be repaired. It is not perfect but is potentially immortal only
in the sense that its probability of death is independent of age.
Senescence compensated by a reduction in the presenescent death rate
may have selective advantage whether or not it is accompanied by an
increase in longevity. Senescence and longevity may both be favored by
natural selection.

SUMMARY

The demographic model of senescence described here provides an
answer to the question, "Why should senescence evolve?" Most generally
stated, the answer is that senescence should be expected to evolve if
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its negative effect on the rate of natural increase of a nonsenescent
population is sufficiently offset by the early appearance of an advan-
tageous characteristic. This is a nonadaptive point of view in the
sense discussed by Kirkwood (1985) and by Kirkwood and Cremer (1982).
It corresponds more closely to Medawar's (1952) position than to
Weisman's (1889).

The demographically based model in which senescence is represented
by sudden death supplies an explanation which is simple and credible
for the evolution of senescence. It supports the following specific
conclusions:

1. The introduction of sudden death (case 2) in a nonsenescent
population otherwise subject only to randomly occurring death (case 1)
is, by itself, disadvantageous from the standpoint of natural selection.

2. However the population may enjoy a net selective advantage if
the disadvantage of sudden-death senescence is compensated by an appro-
priate improvement early in its life history, e.g., by a reduction in
its presenescent death rate.

3. In the most extreme example possible, in which the
presenescent death rate is zero and the survival curve is rectangular
(case 3), the early improvement is associated with an increase in the
degree of sensescence of the population, in its mean longevity, and in
its average age at death. Thus natural selection can simultaneously
favor both senescence and longevity.

4. Among populations in which the age of sudden death is balanced
against the presenescent death rate in such a way that mean longevity
is hela constant (case 4), sudden-death senescence provides selective
advantage relative to a nonsenescent population (case 1). Up to the
point at which the survival curve becomes rectangular, the earlier the
age at which sudden-death occurs, the greater the selective advantage.
Similar conclusions were reached earlier with respect to forms of
senescence which take effect more gradually than the sudden-death
mechanism postulated here.

5. Populations in which the age of sudden death is balanced
against the presenescent death rate in such a way that the average age
at death is held constant (case 5) are selectively neutral with respect
to a nonsenescent population (case 1).

Thus a reduction in mortality at an early age can compensate for
the sudden death of the whole population at an advanced age because so
few individuals in the nonsenescent population survive to reproduce
when old. Senescence, even in the drastic form in which no individual
lives beyond a fixed age is favored by evolution when it is accompanied
by an enhancement of the rate of natural increase of the population.
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APPENDIX: AVERAGE AGE AT DEATH

Based on the definition of an average in integral notation, the
average age of a population at death is

td
T - fre (A1)

]

Jan

where dn is the number of individuals dying in a brief age interval dt,
i.e., n(t) is the number having ages between (t and t + dt). Since
n(t) is proportional to 1(t),

tdl
Ty = [____ . (A2)

fa

From the definition of the death rate given in eqn. (3),
di(t) = -u(t)1(t)dt. With this substitution, eqn. (A2) assumes the
form which appears in eqn. (14). Egn. (15) is obtained from eqn. (14)
by replacing 1(t) and u(t) with the functions specified in eqns. (2)
and (4) respectively and performing the indicated integrations.

Generation time, T4 = 1

As stated in the main text, the generation time calculated with
the use of eqn.:(11) is indeterminate if the average age at death is
held to the value T4 = 1 which applies to the nonsenescent population.
To show that this is true, let r = s' - yo as in eqn. (7.2). Then,
by substitution in eqgn. (11)

Tg = _1nR ., (A3)
s' - Mo

It was demonstrated in connection with case 5 that, if T4 =1, ug » s*
and R > 1. Then s' - ug » 0, In R > 0, and eqn. (A3) is indeterminate

in the limit yg » s'. It can be evaluated by application of L'Hospital's
rule:

d (In R)
d
Tg = Tlim R (Ad)
[] (]
wo >s' d(s' - wo)
'a'uo
dR/d
T T (A5)
Mo > s' R

A result which is identical to eqn. (13) can be obtained by appl%ing
eqn. (A5) to the function which appears in egn. (9). Thus Tg = t.

20



MUTANT GENES THAT EXTEND LIFE SPAN
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INTRODUCTION

One way to gain an understanding of any biological process is through
the use of mutant analysis and selective breeding to generate stocks which
have genetic alterations in that process. We have taken just such an
approach in the analysis of aging.

The genetic approach has the advantage of being holistic and
independent of prior assumptions about the exact nature of the events
determining aging, or more exactly organismic life span. Unfortunately,
previous attempts to analyze senescence and death with genetic techniques
have been largely unsuccessful. More recently, several groups have
identified genotypes that have extended life spans (Johnson and Wood, 1982;
Johnson, 1986; Luckinbill, et al. 1984; Rose, 1984a; Munkres and Furfgk,
1984; Leffelaar and Grigliatti, 1984) Many of these studies are described
within this volume. Most of these groups have identified strains that are
longer-lived than wild type. Long-lived stocks must be altered in those
events which are rate-limiting in specifying length of life. Such stocks
may, therefore, have genetically specified alterations in the basic aging
rate. Our searches for aging specific mutants have concentrated on
identifying long-lived stocks in the nematode Caenorhabditis elegans.
Several long-lived stocks have been produced both by mutant screening and by
selective breeding. These stocks have both mean and maximum life spans more
than 60% longer than wild type strains.

C. elegans is uniquely suited for such a genetic analysis for three
reasons: (1) its short life span, (2) its well developed and convenient
genetics, and (3) its self-fertilizing, hermaphroditic mode of reproduction.
This hermaphroditic life style leads to complete inbreeding in both
laboratory and wild populations. This is important because life span is a
quantitative trait that is quite prone to inbreeding depression in most
organisms. However, in C. elegans measures of life span accurately reflect
the underlying genotype, free of the disruptive effects of heterosis.

C. elegans is a nonparasitic, free-living nematode. It can be grown
on petri plates and fed E. coll (Brenner, 1974). It has a 3-day life cycle
and a 20-day life span at 20 C under standard laboratory conditions
(Johnson, 1984; Johnson and Simpson, 1985). Genetic analysis of C. elegans
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is quite sophisticated. Over 400 mutants are currently available on all six
linkage groups. Existing mutations affect behavior, development,
morphology, and enzymatic processes. Both temperature-sensitive and
suppressible allelles are available; duplication and deletion stocks for
much of the genome and balancers for several linkage groups also are
available. New mutants can be induced at high frequency, made homozygous by
allowing hermaphrodites to self fertilize, and analyzed in crosses using
spontaneous males.

Transposon mediated mutagenesis has facilitated the molecular cloning
of genes from C. elegans (Greenwald, 1985; Moerman et al., 1986). In short,
this organism has most of the classical and molecular genetic tools needed
to facilitate a genetic analysis. These tools need only be applied to
aging.

QUANTITATIVE GENETIC STUDIES

Characterization of life span as a genetic marker

Since life span of individuals and of genotypes is of central
significance in the study of senescence processes, we have developed
techniques in which accurate life span analyses can be performed
simultaneously on a number of different genotypes. At any one time as many
as 2500 different genotypes may be under assay in our laboratory. Thus, over
the last 5 years, we have assayed over 1/4 million animals. Four easily
scored parameters (lack of movement, lack of response, lack of
osmotic turgor and visible tissue degeneration) were chosen as objective
criteria of death (Johnson & Wood, 1982). These assays, combined with
controlled environmental conditions, enable us to generate internally
consistent survival curves.

Computer-aided recording of data using interactive programs
accessed directly from the laboratory and the development and use of
programs for the statistical analysis of survival have aided us in
performing many assays simultaneously. When coupled with the short life
span, these methods allow life expectancy to be analyzed by classical and
molecular genetic techniques. Nevertheless, assay of life span is tedious
and involves about two months per assay to complete.

A frequent complication in life span experiments is variation
between identical genotypes assayed at different times: such variation is
not seen when samples are assayed at the same time. We control for this
variation between experiments by using duplicates or triplicates of each
genotype as internal controls of consistency. All experiments also include
wild type and appropriate mutant controls for statistical comparison. The
failure of a test of internal consistency signals the presence of
disturbing factors and the need for additional analysis. Since life span
is quite sensitive to environmental fluctuations, internal controls are
important for data validity and are incorporated routinely in all our data
analyses. Our succeses in identifying and mapping mutant loci stem largely
from our care in experimental design and data reduction, as well as from the
unique biology of C. elegans .

Advantages of C. elegans for quantitative studies of life span

In hermaphrodites of C. elegans there is no heterosis effect on length
of life. Analyses of the F1 from a cross between N2 males and Berg
BO hermaphrodites (two common laboratory strains) confirmed this fact for
these genotypes (Johnson and Wood, 1982):. Crosses between these strains
also reveals a lack of heterosis for other life-history traits (Johnson, in
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preparation). These results have been replicated in two other experiments
and suggest that hermaphrodite life span is specified by genetic loci that
do not display dominance. Male life span, on the other hand, does have a
significant dominant genetic component. A consequence of these findings is
that hermaphrodites can be assayed for life span and the results easily
interpreted without the disruptive effects of inbreeding or heterosis that
are seen in other organisms (Lints, 1978).

A second unique advantage of C. elegans is the fact that all visible
and morphological mutants were derived in one genetic background (the N2).
Most mutants have also been extensively backcrossed to N2 to eliminate both
linked and unlinked mutations. Third, C. elegans stocks do not accumulate
modifier or suppressor mutations in the laboratory because stocks are
cryogenically preserved in a nongrowing state and are easily recovered
later without genetic alteration.

The major import of all of these facts for aging research is that
long-lived stocks can be generated, knowing that long life is not due to
hybrid vigor and that the long life phenotype will be maintained during
subsequent genetic and biochemical analyses.

Life Spans of Existing Mutant Stocks

Behavioral, morphological, and temperature-sensitive developmental
mutants have been analyzed and found to have mean life spans that range from
about 0.3 to 1.5 that of wild type controls (Figure 1). Two phenotypically
uncoordinated (Unc) stocks that live longer than wild type may warrant more
study. Since decreased rate of food intake has been shown to extend life
span, under certain conditions, the long life in these strains may result
from the ingestion of less bacteria than wild type; this will be checked.

A surprisingly large number of existing morphological, behavioral and
developmental mutants have almost normal life spans. Stocks with normal
life spans have been useful as markers for mapping a major locus specifying
length of life (Fitzpatrick and Johnson, in preparation).

The situation in Caenorhabditis is different from that typically
observed in Drosophila where few, if any, morphologically mutant lines have
normal life spans (Baker, Jacobson, and Mokrynski, 1985). This difference
may result from the presence of tightly linked, sublethal recessive loci in
Drosophila (Mukai et al., 1972) which are made homozygous in the same
crosses used to make recessive mutants homozygous. These sublethal
recessive loci could also be responsible for the differences between the two
species in the effects of inbreeding on quantitative traits (Johnson and
Wood, 1982; Rose, 1984b; Johnson, submitted).

In at least one case in C. elegans, a short life span trait has been
genetically separated from the visible marker (temperature sensitive
sterility) by backcrossing to wild type (Johnson, 1984). Thus for fem-
2(b245), shorter life span is not a pleiotropic effect of the marker in
question but rather is due to a separate locus, still present in the genetic
background of these mutant stocks. Other stocks that are short-lived may
harbor similar, genetically separable loci producing shortened life span.

Morphological, behavioral and temperature-sensitive developmental
mutations may have shorter life spans than typical for wild type but
longer life span is only rarely found. Thus, life span extensions longer
than 20% over the wild may serve as a distinctive signal for
mutational events in genes involved more directly in the specification
of life span.
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Fig. 1. Distribution of mean life spans for 114 morphological and behavioral
mytants: Unc, uncoordinated behavior, Lon, longer than wild type,
Dpy, shorter, squatter than wild type. For more information see
Brenner (1974).

Heritability of Life Span

Genetic variability in life span has been exploited by analysis of
recombinant inbred lines derived from Bristol (N2) and Bergerac BO crosses.
Three different approaches established that heritability of life span is
about 40% in this genetic background (Johnson and Wood, 1982). Based on
these first estimates, we established a series of recombinant inbred
(RI) lines between N2 and Bergerac BO; these lines had a three-fold
variation in mean and maximum life span (Johnson and Wood, 1982; Johnson,
1983). These RI's also displayed significant variation in other life-
history traits and both phenotypic and genetic correlations between
these various traits and life span have been determined (Johnson, 1986;
Foltz and Johnson, submitted).

Significant positive phenotypic and genetic correlations between total
fecundity or early-age fecundity and life span were observed (Figure 2).
There were negative genetic correlations between late-life fecundity and
life span, but no significant relationship between the loci specifying life
span and those determining development or behavior (Foltz and Johnson,
submjtted). These findings are different from the negative covariances
bet@een early-life fecundity and life span predicted by theoretical models
of ‘the evolution of life-history traits (Charlesworth, 1980) and observed in
Drosophila by two different groups (Luckinbill et al., 1984; Rose, 1984a).
One reason for the differences between C. elegans and Drosophila may be that
in Drosophila experiments that select for longer fecundity indirectly select
for hybrid vigor.

Alternatively, C. elegans may be subject to inbreeding depression, as
demonstrated by Rose (1984b) in previous studies in Drosophila. These
multivariate analyses have been replicated twice with essentially similar
results.

We also observe significant genetic covariance between male and
hermaphrodite mean life spans (data not shown). This observation is
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Correlations with Life-Span

Fig. 2. Phenotypic and genetic correlations between life span and 4
components of behavior, 3 measures of rate of development (Johnson,
1986), or age-specific fecundity (Johnson, unpublished data).
Statistical significance for phenotypic correlations is P < .05 for
r > .17 and p < .01 for r > .23; for genetic correlations P < .05
where r > .48,

consistent with the notion that the loci specifying hermaphrodite life
span also function to specify life span in the male.

Correlation between a Biomarker of Aging and Mean Life Span

The simplest definition for a biomarker of aging is a character that
displays age-dependent changes that are correlated with chronological age.
Many have assumed that such a biomarker is more than this and also has
predictive capability for remaining life. There are very few cases is which
such predictive capabilities have been shown (Schneider et al., 1981;
Ingram, 1983). Two biomarkers of aging (age-specific fecundity and age-
specific spontaneous movement) have been extensively analyzed in the RI
lines to estimate predictive capability. As mentioned above, age-specific
fecundity shows significant covariance with chronological age.

Spontaneous movement rate, a marker of total motor activity, is correlated
with chronological age and decreases linearly throughout life (Bolanowski et
al., 1981; Johnson, submitted). A high correlation between the expected age
of zero movement (the X-intercept of the regression of spontaneous movement
rate on age) and both mean and maximum l1ife span, was also observed. Across
six genotypes that displayed an almost 3 fold variation in mean life span,
the X-intercept of the rate of decrease in movement was an accurate
predictor of mean life span of  the stock (Johnson, submitted). Even within
genotypes, the rate of decrease in movement is positively correlated with
individual life span and reached levels of significance in several instances
(Keller and Johnson, unpublished).

Localization of Major Genes Affecting Life Span

The recombinant inbred lines segregate genetic factors specifying
life-history traits (life span, developmental rate, etc.) as well as 300 or
more restriction fragment length polymorphisms (RFLP's) generated by
the insertion of the Tcl transposable element in one of the progenitor
strains (Bergerac BO) but not the other (N2) (Emmons et al., 1983). Many

RFLP's have been localized on the standard genetic map and can be used as
molecular markers for that region of the genome (Files, Carr and Hirsh,
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1983; Rose et al., 1982). Using cloned unique sequences homologous to an
RFLP, we have determined whether the Bristol or the Bergerac RFLP is present
in each RI line, thereby ascertaining the strain of origin, not only of the
sequence containing the RFLP, but also the grigin of a larger surrounding
genomic region, expected to be about 7 x 10 base pairs. (These
calculations are based on the expectation that each RI has undergone, on the
average, 2 rounds of detectable recombination during the inbreeding

process, that the genetic map of tpe worm totals about 300 map units,

and that the genome size is 8 X 10 base pairs.) This region is roughly
equal to 1/2 of a chromosome in length. If there are only one or two major
genes specifying life span and other life-history traits or if clusters of
genes are present within one or a few chromosome regions, this

technique will detect those regions as positions where long-lived RI lines
tend to have one RFLP and short-lived lines the other. These analyses
suggest that none of the three regions examined contain major loci involved
in the specification of length of life (Johnson, 1986). Quantitative
genetic estimates also suggest that each of the six linkage groups contain
genes affecting length of life (Johnson, 1986).

MOLECULAR STUDIES LEADING TO PHYSIOLOGICAL CORRELATES OF AGING

Cytosine Methylation

Klass et al. (1983) reported a 10,000-fold increase in the amount of
S-methyl cytosine (m"C) present in the DNA of aging nematodes. Simpson,
Johnson and Hammen (1986) extracted DNA using an SDS/protease K procedure,
purified the DNA by banding on CsCl (Klass did not use highly purified DNA)
and acid hydrolyzed the purified DNA yielding free bases which we analyzed
by HPLC (high performance liquid chromatography) using a reverse phase, ion-
pairing column (Altex Ultrasphere C 8’ 5 micron) and nonitgring at 254 nm.
We observed low amounts of a peak eluting near authentic m"C; 254/280 UV
absorbance_ratios of this peak led us to doubt that the_peak in question was
actually mC. UV spectgal comparisons with authentic m C show clearly
that the peak was not m C. Our conclusions are also based on isoschizomer
analysis of genomic DNA sequences digested with Mspl and Hpall and probed
with the moderately repetitive transposablg element of C. elegans, Tcl. Mspl
and Hpall differ in their ability to cut m C and have been used in a variety
of studies to analyze cytosine methylation. No differences in digegtion
patterns were seen. We conclude that C. elegans does not contain m C at any
age.

DNA Repair

Loss of DNA repair capability has been fregquently proposed as a
possible mechanism driving the senescence process (Hart and Setlow, 1974).
In conjunction with Hartman we initiated a series of studies into the
effects of altered DNA repair capability on life span. Three approaches have
been used. First, we have determined mean life spans of unirradiated wild
type control nematodes (N2) and of seven repair-defective mutants (Hartman
and Herman, 1982); these data suggest that several rad mutants have near,,
normal life span. Furthermore, when these mutants were irradiated with Cs
gamma irradiation several of the stocks displayed longer life spans than
controls of the same genotype (Johnson and Etebar, manuscript
in preparation). Such studies have been previously used to suggest that
stimulation of DNA repair capability by irradiation results in prolonging
life. Our results show that DNA repair is not a causal determinant of
length of life.

Second, Hartman is assaying excision repair capability on four RI

lines which display a three-fold variation in mean life span. These studies
are not yet complete. Third, sensitivity to irradiation among these four RI
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strains show no significant differences either among themselves or when
compared with wild type (Simpson, Johnson, and Hartman, in preparation).
This again suggests that altered DNA repair is not a part of the mechanism
causing variation in life span in C. elegans.

Search for protein markers of life span by PAGE 2D gel electrophoresis

Larval development of the nematode is punctuated by four larval molts.
Of the roughly 800 spots resolvable by PAGE 2D gels, 113 display changes
during larval development (Johnson and Hirsh, 1979). We asked if any
variation in resolvable adult proteins could be detected; if so, such
changes could be used as simple biological markers of senesggnce (Johnson
and McCaffrey, 1985). Nematodes were I%beled by growth on S labeled E.
coli as a food source for 5 hours at 20 C, were washed free of exogenous
label, and were_.chased for 30 minutes with excess unlabelled bacteria. Gels
received 5 X 10~ cpm/gel and were examined by fluorography after a 2 to 3
week exposure. The temperature sensitive mutant strain (DH26) was used in
all of these studies since progeny production could be effectively blocked
by growth at high temperatures which simplified the maintenance of
synchronous stocks. The mean life span of DH26 under these conditions was
approximately 15 days. Samples were taken at days 4, 7, 14, 19 and 21. In
older samples (19 and 21 days) only 300 spots could be resolved as compared
to the 800 spots in young worms, but this was entirely due to problems in
labeling older worms to high levels of specific activity.

These experiments gave high reproducibility but failed to
reveal qualitative changes in any major spots that could be consistently
detected over the life span of the nematode, a situation quite unlike
development. We conclude that no major changes in gene expression occur
throughout adult life. Our data also revealed that there was no significant
spreading of spots in the isoelectric focusing dimension as might be
expected if significant misincorporation of amino acids occurs late in life
as predicted by several "error-catastrophe” models of senescence. We would
not have detected the qualitative modulations in protein synthetic spectrum
in these experiments such as reported by Fleming et al. (1986).

ANALYSIS OF SINGLE GENE MUTANTS THAT PROLONG LIFE

age-1

We have studied the long-lived mutants isolated by Klass (1983).
Klass dismissed these mutants as uninteresting because they displayed a
decreased rate of food ingestion. Decreased food ingestion has been shown
to cause a prolongation of life span in C. elegans (Friedman and Johnson,
submitted) and in a wide variety of metazoans. In multiple repeats of
assays similar to those used by Klass, we find that these mutants take
up normal amounts of food and have normal pharyngeal pump rates (Johnson,
1986; Friedman and Johnson, submitted). The locus conferring long life in
MKS542 and MK546 (termed age-1) is separable from a gene, unc-31, that
results in uncoordinated movement (Johnson, 1986). MK546, MK542, and MK31
(long-lived mutants isolated by Klass) all contain an allele of unc-31.
Klass acknowledges (personal communication) that MK542 and MK546 could be
duplicate isolates of the same initial mutational event but the fact that
these strains are subtly but clearly different argues against such genetic
identity.

Complementation analysis of the age locus could not readily
be performed in the original strains since the males were sterile. age
reisolates from a backcross to wild type are male-fertile and have enabled
us to perform complementation tests for life span as well as to map the age-
1 locus. Our conclusions are that MK546 and MK542 contain alleles
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Fig. 3. A simple genetic map of chromosome II. The age-1 gene is tightly
linked to fer-15.

(perhaps identical) of a major gene termed, age-1 (Friedman and Johnson,
submitted). The age-1 locus is associated with decreased hermaphrodite
fecundity (termed Hef) (Friedman and Johnson, submitted). The Hef
phenotype co-segregates with the Age phenotype and both are tightly
linked to a temperature-sensitive mutant, fer-15 (Figure 3).

The age-1 locus has been more precisely mapped to linkage group II,
using its tight linkage to fer-15. Three point crosses with dpy-10 and unc-
4 are underway. The age-1 locus has been tentatively assigned a position
almost midway between dpy-10 and unc-4 (Figure 3) to the right and separable
from fer-15 (Fitzpatrick and Johnson, unpublished). Deficiency mapping,
using existing deficiencies covering this area, is underway and has
confirmed both this map position and the association of the fer-15 locus
with the Hef and Age phenotype of age-1 (Friedman, Shoemaker and Johnson,
unpublished).

Genetic Dissection of Organismic Aging

The finding that blocking larval development results in the
lengthening of organismic life span (Johnson et al., 1984) can
be interpreted to mean that the process of development and the process of
organismic senescence are either coupled or are sequential with development
preceding senescence. Organismic senescence has been broken into three
components: life expectancy, general motor senescence and reproductive
senescence. Common genetic controls of these processes have been detected in
the studies described above. It is also clear that each of these processes
is also specified by genes that are not pleiotropic and do not affect the
other processes (Johnson, submitted).

We are hopeful that the continued study of the genetic basis of
senescence in C. elegans will lead to significant insights into the
molecular and physiological mechanisms that limit life span.
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LONGEVITY IN THE PROTOZOA

Joan Smith-Sonneborn

Department of Zoology and Physiology
University of Wyoming
Laramie, Wyoming 82071

With respect to the evolution of longevity, two fundamental questions
are considered. 1) When did senescence arise? and 2) What role did sex
and DNA repair play in lifespan duration?

Bacteria and haploid protozoa are apparently immortal; they seem
capable of unlimited proliferation potential. Loss of the ability to
multiply forever was seen first in eucaryotic protozoa. The protozoa .
therefore, may well be the guardian of the secret to the origin of senes-
cence. Aging in the protozoa will be examined to discover the biological
events coincident with the emergence of senescence.

When the minimal biological requirements for senescence are known the
period of evolution with these requisites can be identified as a minimum
estimate of the time of evolution of the senescence phenomenon. Prokaryotes
have been dated 3.5 billion years old, eucaryotes 1.2-1.4 billion years
old. Since protozoans are the first eucaryotes, and aging is seen in some
of the protozoa, aging may have arisen a billion years ago.

VENTURE CAPITAL THEORY OF AGING

Senescence appeared after recombination, sex, multiple chromosomes,
diploidy, and meiosis. The appearance of senescence coincided with the
appearance of specialization of nuclei within a single cell (the germ line
micronuclei and somatic line macronuclei in ciliates) or cell specializa-
tion (into the reproductive and somatic cell types of colonial flagellates
such as Volvox). Senescence could not emerge in any organism until it
could separate its immortal part from its disposable part. The importance
of the "disposable soma" was already recognized by Kirkwood and Cremer
(1985).

If there were only one infinite unit, and it lost that attribute, by
definition, it would cease to exist. The option for senescence therefore,
originated with the ability to retain more than one representative of the
immortal part in the same organism. Once there was a redundant copy of
the immortal unit, the organism had the option to keep separate accounts,
an immortal reserve and a venture capital account. The redundant unit was
a second nucleus in ciliates, and spare cells in colonial flagellates.
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As Weismann (1891) so clearly states, "Let us now consider how it
happened that the multicellular animals and plants, which arose from uni-
cellular forms of life came to lose this power of living forever. The
answer to this question is closely bound up with the principle of division
of labour...the first multicellular organism was probably a cluster of
similar cells, but these units soon lost their original homogeneity...the
single group would come to be divided into two groups of cells, which may
be called somatic or reproductive. As these changes took place, the power
of reproducing large parts of the organism was lost, while the power of
reproducing the whole individual became concentrated in the reproductive
cells alone. But it does not therefore follow that the somatic cells were
compelled to lose the power of unlimited cell reproduction.”" Weismann
appreciated the significance of division of labor in the onset of senes-
cence at a time when senescence in ciliates first was observed (Maupas,
1888). However, the fact that aging in ciliates could occur implies that
the nucleus is the fundamental unit of immortality since only the nucleus
was used for division of labor. If aging arose with the appearance of a
second nucleus within an organism, then there should be transitional organ-
isms in which both nuclei have equal potency, and some in which one nucleus
is immortal. Likewise in colonial flagellates, there should be colonies
in which all cells can multiply indefinitely, and those in which only
certain cells can multiply without limit.

Clonal aging and colonial aging will be reviewed from this perspective.
Clonal aging refers to the limited proliferation potential of a cell after
fertilization. As the number of cell divisions from the previous mating
increases, the probability that a cell will give rise to two viable daugh-
ters decreases. Life is measured by the number of days or fissions from
fertilization to death of a given number of cell isolates used as represen-
tatives of the clone. Clonal aging has been documented in certain species
of Paramecium, Euplotes, Stylonychia, Tokophrya, Spathidium, and can be
induced by inbreeding in Tetrahymena (Williams, 1980; see, reviews by
Nanney, 1974; Smith-Sonneborn, 1981). Colonial aging refers to the pro-
grammed cell death seen in particular cell types within a colony of flagel-~
lates.

COLONIAL FLAGELLATES AND AGING

Within some colonies of protozoa, some cells are set aside which do
not divide and are discarded. These members age and die. Colonial green
flagellates are algae whose colony is composed of chlamydomonad building
blocks (Coleman, 1979; Weise, 1976). The only diploid cell is the zygote,
formed when two gametic cells fuse. Meiosis occurs at zygote germination,
and the haploid product undergoes cleavage divisions to form a colony.

In most genera, all cells can form daughter cells, but some show differ-
entiation of a proportion of generative cells (gonidia) with unlimited
proliferation potential, and those which never again divide (somatic cells).

After daughter colony formation is complete, the young colonies escape
from the parent colony matrix which undergoes gradual dissolution. Vege-
tative reproduction is accomplished by 21 successive divisions in each of
the cells of the colony capable of reproduction; the maximum value of n
is a species-specific characteristic. Some clones must outbreed, others
are self-fertile. Fertilization does not appear to be a requisite for
species survival (Coleman, 1979).

In certain Volvox colonies, more than 99 percent of the cells are
somatic and undergo synchronous programmed senescence and cell death every
generation (Hagen and Kochert, 1980). A small number of reproductive cells
survive to produce the next generation. The potential reproductive cells
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are set aside at a particular stage by unequal cell division (Kochert, 1968;
Starr, 1969). The electrophoretic pattern of polypeptides changes at the
onset of senescent characteristics in somatic cells (Hagen and Kochert,
1980) .

In the terminally differentiated somatic cells of the colonial green
algae Volvox carteri, there are age-related disorganizations of chloroplast
structure, decreases in cytoplasmic ribosomes, and accumulations of cyto-
plasmic 1lipid bodies. Since these changes are typical of those noted in
starved cells, there may be an inability to take up or utilize nutrients
which causes or contributes to senescence in terminally differentiated
somatic cells (Pommerville and Kochert, 1981).

The colonial green flagellates provide a model system for regulation
of cell proliferation potential. There are mutants in Volvox which fail
to segregate replicating and nonreplicating cells. The array of mutants
suggests that proliferative capacity involves several regulatory genes
(Sessoms and Huskey, 1973).

THE CILIATE GENETIC COMPLEX

In general, ciliates contain two kinds of nuclei, the micronuclei or
germline and the macronuclear somatic line nuclei. The micronuclei and
macronuclei have different functions at different times in the life cycle,
i.e., during the sexual and asexual cycle.

During the sexual cycle the micronuclei undergo meiosis to produce
gametes which eventually differentiate the new micro- and macronuclei for
the progeny cells. During the asexual cycle, the micronucleus undergoes
mitosis, exhibits very little transcriptional activity and functions as
the repository of genetic information, while the macronucleus dictates the
metabolic cell functions. The macronucleus therefore, would be assumed
to be the sole regulator of asexual cell function and duration of life.
Despite the minimal transcriptional activity of the micronucleus during
vegetative growth, the presence of micronuclei is correlated with cell
growth.

The proportion of the micronuclear genome retained in the somatic
macronucleus differs in different ciliated protozoans. Both Paramecium
tetraurelia and certain Tetrahymena retain most of their micronuclear gen-
ome in their macronucleus (Cummings, 1975; Doerder and Debault, 1975).
Chromosome polytenization and chromosome diminution followed by rapid
synthesis is obserwved in lower ciliates (Kovaleva and Raikov, 1978) and
in some hypotrichs (Ammermann, 1965, 1970; Ammermann et al., 1974; Bostock
and Prescott, 1972; Lauth et al., 1976; Lawn et al., 1977; Lipps et al.,
1978; Riewe and Lipps, 1977). There are strains of Paramecium bursaria
in which amplification of certain chromosome segments and chromosome
resorption or condensation were observed in the macronucleus (Schwartz and
Meister, 1975). Therefore, the strategy for macronuclear development from
the synkaryon (zygote nucleus) varies with species and generalizations from
one species to another could be at best misleading, at most they could be
totally inaccurate.

Differences are found in the molecular composition and conformation
of micro- and macronuclei (Yao and Gorovsky, 1974; Yao and Gall, 1979).
The transcriptionally active macronucleus of Tetrahymena has acetylated
histones, whereas the transcriptionally inactive micronucleus does not
(Gorovsky et al., 1973). Z DNA is an alternative conformation of the DNA
double helix in which the Watson-Crick base pairing is preserved but the
molecular form is a left-handed helix quite distinct from the right-handed
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B DNA helix (Wang et al., 1979). The Z DNA conformation may be related
both to specific organization of the chromosocme and genetic activity
(Nordheim et al., 1981). In Tetrahymena the tandemly repeated hexanucleo-
tide C4A7 is present in a set of macronuclear DNA restriction fragments
that differ from the set in the micronucleus (Yao and Gall, 1979). Differ-
ences in the micro- and macronucleus then include: (1) the presence of
acetylated histones, (2) the conformation of the DNA, and (3) a different
association of the C4A2 with micro- and macronuclear DNA. The micronucleus
is the germ line. The macronucleus is the somatic line. We can ask if

in ciliates, during the differentiation of the nucleus, the macronucleus
lost the capacity for unlimited proliferation.

Loss of micronuclear function with age occurs in species of Tetrahymena,
Paramecium, Stylonychia, Euplotes and Tokophyra (see reviews, Smith-
Sonneborn, 1985a, b; Allen et al., 1984). Since the macronucleus determines
the phenotype of the cells, we assume that there would be a loss of macro-
nuclear immortality in any ciliate which requires fertilization for survival.
Ciliates having a limited lifespan include representatives from all the
species cited above, which also show micronuclear age-dependent deteriora-
tion. In contrast to the limited proliferation potential of these ciliates,
certain micronucleated and amicronucleated strains of Tetrahymena show an
apparent indefinite capacity for cell proliferation.

The rule seems to be that if one nucleus retains the ability to repli-
cate indefinitely, the other can lose that capacity and the species can
still survive. If both lose the capacity for indefinite replication, the
reserve nucleus must be activated or escape from the deteriorating unit
before the damage is devastating to the next generation. Selection would
operate to maintain the organism long enough for reproduction and adjust
the lifestyle to favor mating at an appropriate age. Mutations that assured
a program for a limited period of fruitful fertilization, followed by aging
and death were selected (or there was not selection against these combina-
tions) and fertilization ceased to be optional and became obligatory
(Sonneborn, 1978).

LIFESPAN, SEX AND REPAIR

Unicellular Organisms

Aging in Paramecium was characterized in different species (Jennings,
1945; Sonneborn, 1954). The most short-lived Paramecium is also the most
inbred. Paramecium tetraurelia lives about 50 days, while the longest-
lived Paramecium, Paramecium multimicronucleatum , lives at least 2500
days (Sonneborn, 1957).

Outbreeding organisms may require a lower mutation rate than inbreed-
ers to achieve comparable genetic variety (Nanney, 1974) and their repair
systems may be evolutionarily adjusted for their respective genetic strate-
gies (Sonneborn, 1978). The life styles of the ciliates is adjusted to
favor their breeding preference.

Outbreeders tend to mate with "strangers" and therefore tend to
accumulate genetic variety. To favor outbreeding, these organisms have
multiple mating types (increasing the chance that a stranger will be of
a different mating type and therefore will be suitable as a sexual partner),
long immaturity periods (to allow spatial separation between closely related
individuals before mating can occur), and inability to undergo self-
fertilization (discouraging homozygosity). Inbreeders can undergo self-
fertilization, have only two mating types, and have short immaturity per-
iods. Spontaneous recessive mutations quickly become homozygous after
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autogamy, and if nonadaptive in that genetic and environmental background,
the possessor of that mutation may die or be overpowered by neighbors,
reducing genetic variety (Sonneborn, 1957). The transition from optional
to obligate fertilization would have occurred when the macronucleus could
no longer support an indefinite replication or when a life-sustaining
repair could take place only during fertilization. Repair of double-
stranded DNA breaks, which may require a redundant chromosome, are repaired
during meiosis or whenever homologous chromosomes could pair. It has been
argued that sex is required to provide for recombinational repair and is
the primary function of the process (Bernstein et al., 1985). Such a view
underestimates a major role of sex and meiosis, i.e., for independent
assortment of chromosomes and the contribution from the mate to allow
mutations on separate chromosomes to come within a common nucleus. Muta-
tions that are detrimental alone, may be beneficial in combination with
other mutations. For example, a change in a flanking promotion sequence
may be lethal without co-evolution of a recognition change for that sequence.
Gene expression changes would have an opportunity then to be maintained
both in the immortal or mortal nuclei or cells of multicellular species.
Diploidy allows the maintenance of regulatory mutations, masked until
expressed at an advantageous time. Independent assortment and recombina-
tional repair may be critical components in the maintenance of sex in
evolution.

There is evidence that levels of DNA damage can- change with age and
alter longevity. In Paramecium tetraurelia, an age-dependent increase in
UV sensitivity occurs with advanced clonal age (Smith-Sonneborn, 1971).
Also, UV-irradiation reduced lifespan of P. tetraurelia but not when the
damage was enzymatically repaired by subjection to photoreactivation repair
(Smith-Sonneborn, 1979). Photoreactivation is effective in removal of UV-
induced lesions in human skin cells (D'Ambrosio et al., 198la, b) and in
Paramecium (Sutherland et al., 1968). In Paramecium, the cumulative effect
of two cycles of irradiation followed by photoreactivation repair resulted
in significant extension in mean and maximal lifespan. Those cells pretreat-
ed with UV and then photoreactivated responded to UV-irradiation like younger
cells (Smith-Sonneborn, 1979). Photoreactivation alone induced no benefi-
cial response. It is not known whether the beneficial effect of UV and
photoreactivation represents a decelerated rate of aging, or if an age-
clock was reset with respect to this age-correlated trait (decreased sen-~
sitivity to UV, relative to clonal age). If the UV-induced damage exceeds
the capacity of cells to repair the damage, reduced lifespan results.

If the damage does not saturate the repair system, increased repair capa-
city also might facilitate correction of some age-~correlated damage.
Should some age-related damage be repaired, the clock would be reset to
some extent, but if the repair of new damage is facilitated, the rate of
aging may be retarded. For example, it may be possible that the UV-
induced damage can trigger repair of kinds of DNA damage which enhance
mutagenesis. Recent studies show that apurinic sites in the DNA molecule
may result in mutations when DNA replicates (Schaaper and Loeb, 1981).
Removal of apurinic sites could lead to reduction of subsequent mutations
associated with those lesions (Schaaper et al., 1980). Our studies indicate
that DNA polymerase activity does not decline with age (Williams and Smith~-
Sonneborn, 1980). Loss of capacity to repair DNA with age could not be
attributed therefore, to loss of activity of that enzyme. Increase in
other age-related loss of function of repair enzymes could be involved,

or the UV could alter DNA conformation, and therefore gene expression, in
a manner which decreases DNA damage or creates greater accessibility of
the DNA to repair. Evidence for increased repair after radiation is found
in Paramecium (Smith-Sonneborn, 1979), in insects (Ducoff, 1976) and in
some mammals (Calkins and Greenlaw, 1971). The amount of UV dosage was
found to be correlated with longevity (Smith-Sonneborn, 1979). UV
treatment in procaryotes is known to initiate complex induction processes
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accumulating in the repression of a group of metabolically diverse but
coordinated functions that could provide increased survival (Witkin, 1976).

Multicellular Organisms

DNA damage and repair have been correlated with longevity in mammals
(Hart and Setlow, 1974; Hart et al., 1978), though some exceptions have
been noted (Kato et al., 1980). The emphasis of future studies should try
to understand the apparent paradoxes and enigmas associated with the
relationship between DNA repair and lifespan since herein may reside the
clues to understanding a major regulation of cell lifespan. For example,
there may be no specific DNA repair enzymes but rather several species of
DNA polymerases whose functions overlap in a variety of conditions (Mosbaugh
and Linn, 1984). Enzymes used in repair besides polymerases also may be
involved in the fundamental recombination process in germ line and in
somatic cells, If so, in adult multicellular organisms, a major role for
recombination is the somatic recombination required to form antibodies.
Both excision and rejoining of DNA are required to fashion the different
antibodies required for immunity to new foreign invaders. A relationship
between the immune system, aging and repair has already been observed.
Lymphocytes from short-lived mice lost repair capability more quickly than
long~-lived strains (Licastro and Walford, 1985) and lifespan and repair
capacity are linked to the major histocompatibility locus in mice (Walford
and Bergmann, 1979). In addition, repair ability segregates with the H2
locus in mice (Hall et al., 1981). Most previous studies have focused on
repair in cells when normal DNA synthesis was blocked or inhibited. Since
the replicative polymerase can be involved also in large gap repair (Mos-
baugh and Linn, 1984), a major component of the repair pathway, the repli-
cative polymerase should be included in our concept of repair capacity.

Accurate trepair, it seems, can depend on such variables as the repli-
cative state 8f the cell (Krauss and Linn, 1986), enzyme activation (Busbee
et al., in préss) and gap size (Mosbaugh and Linn, 1986). Evidence is
emerging to change our concepts of all of these variables which could in-
fluence DNA repair. For example, repair has been induced when non-dividing
cells are stimulated to divide (Licastro and Walford, 1985) and when mice
cells undergo transformation (LaBelle and Linn, 1984), though the mechanisms
responsible for stimulation of repair are not understood. Likewise, in
the protozoan Paramecium a cycle of UV damage and photoreactivation repair
increased their lifespan by 27% (Smith-Sonneborn, 1979).

SUMMARY

In ciliates there are examples of cells which have different prolifer-
ation potential in the macronucleus. Those species with limited macronu-
clear proliferation potential require sex to activate the reserve nucleus.
In terms of the capital investment theory, some ciliates invested in their
spare nucleus without loss of their original potential, while others accumu-
lated debts and needed the reserve account to maintain life. Other cells
neglected maintenance of their reserve account and failed unless their
venture capital account was not a self-sustaining venture. Sex provided
access to the reserve account and had to occur before deterioration of the
reserve account. The question is not when cellular immortality was lost,
but rather when immortality was partitioned from a mortal segment. The
separation provided the option both for senescence and evolution in multi-
cellular organisms.

In colonial flagellates, separation of cells with infinite and finite

cell lifespan potential occurred in some species, while in others the
separation did not involve loss of immortality. In colonial flagellates,
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sex did not become an obligate stage. The immortal cells are haploid and
could not accumulate damage and live (in contrast with the diploids in the
ciliated protozoans).

The present theory predicts that differences between species or cells
with infinite versus finite lifespan potentidl may reveal differences in
the critical determinants of longevity.

Senescence could arise as an accident, as well as a design of nuclear
differentiation. Cells therefore may have a much greater reserve for
totipotency than would be predicted if they were assumed to lose immortality
simply by the act of differentiation.
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THE HEREDITY-ENVIRONMENT CONTINUUM:

A SYSTEMS ANALYSIS

Barbara E. Wright and Margaret H. Butler

Department of Microbiology
University of Montana
Missoula, MT 59812

We hope to make four points in this metabolic and biochemical
analysis of the heredity-environment continuum: first, that metabolic
transitions such as differentiation and aging result from the interaction
of multiple critical or rate-limiting events; second, that it is
necessary to understand these complex interactions in vivo in order to
have a rational basis for influencing them; third, that such an
understanding must involve a dynamic systems analysis; and fourth, that
such an analysis is possible with our present knowledge of biochemistry
and computer technology.

One metabolic transition which can occur, and may in part be
responsible for the aging process in mammals, is the accumulation of
cholesterol. This area of metabolism therefore represents a good model
for illustrating the kinds of rate~limiting events which could be
involved. :

Figure 1 summarizes a small fraction of what we know about
cholesterol metabolism. All of these events and many more are involved
in the synthesis and utilization of cholesterol. The important questions
are: which ones are critical, and when, to cholesterol accumulation
during the aging process? There are many possibilities; e.g., (1) an
increase in the rate of availability of B-hydroxy-B-methylglutaryl-CoA
(HMG-CoA) due either to an increased rate of synthesis from acetyl CoA
or to a decreased rate of conversion to ketone bodies; (2) an increased
rate of mevalonate synthesis due to increased levels of active HMG-CoA
reductase, resulting from decreased levels of the phosphorylated kinase
which converts it to the inactive form; and (3) a decrease in the rate of
cholesterol oxidation or conversion to other metabolites. Enzymes and
metabolites involved in reactions which are essential but not unique to
cholesterol accumulation are just as important to consider as potential
rate-controlling steps; e.g., the enzymes controlling the conversion of
glycogen to acetyl CoA, amino acid and ATP availability, and the levels
of nucleotides and tRNA.

Many correlations with age have been made with respect to enzyme
activities, cholesterol synthesis and catabolism. The effect of diet on
enzyme activities and cholesterol levels has also been studied. However,
no clear picture has emerged to explain the rise in serum cholesterol
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levels. This is not surprising in view of the complexity of this
metabolic system and the number of critical, interacting variables
involved. Not only is this metabolic system intrinsically complex, but a
different set of variables may be critical, or rate-controlling, at
successive periods during the aging process. This problem might well
benefit from a dynamic systems analysis which could be carried out, for
example, in young, mature, and old rats. Before discussing a dynamic
systems analysis approach, Figure 1 may be used to consider the genetic
approach to understanding a problem such as cholesterol accumulation
during aging.

Let us consider this area of metabolism in the context of two
so-called "longevity" mutants--one that extends, and one that shortens
the life span in rats. Let us assume that we have identified the gene
product in both of these cases: one is a phosphatase catalyzing the
conversion of inactive to active HMG-CoA reductase, and the other is
HMG-CoA lyase, catalyzing the conversion of HMG-CoA to ketone bodies.
Both mutations partially inactivate the enzyme involved. Decreased
phosphatase activity will result in more inactive than active reductase
and therefore a lower rate of cholesterol accumulation. This rat will
have a longer life-span. Decreased lyase activity, on the other hand,
will result in higher levels of HMG-CoA and consequently increased levels
of cholesterol. This rat will have a shorter life span. Has the
existence of these mutants contributed to our understanding of
cholesterol accumulation? We think not. However, they do confirm what
our in vitro studies have already told us about the essential role of
these two enzymes in this area of metabolism. In other words, to
understand why a clock ticks faster or slower when it is dropped, we must
know what made it tick in the first place. At best, mutants can confirm
which proteins are essential or not essential to cholesterol
accumulation. They cannot tell us which gene products control this
metabolic transition during the normal aging process. A dynamic systems
analysis can provide such information.

Genes which are essential but not unique, like those coding for
glycogen phosphorylase or tRNA, are as critical to cholesterol metabolism
as the two unique genes indicated above. It should also be noted that
the metabolites unique to cholesterol synthesis, like HMG-CoA, as well as
those essential but not unique to cholesterol metabolism, like ATP and
the amino acids, are as critical as the genes. However, since they are
not gene products they cannot be selectively removed by mutation to prove
that they are essential. These circumstances tend to bestow an
unjustified importance upon genes in controlling metabolic events.

We would now like to apply our dynamic systems analysis in a
microbial model system, Dictyostelium discoideum. This work will
illustrate the usefulness of such an approach in the discovery of
rate-controlling steps which regulate complex metabolic transitions
during aging. The fascinating life cycle of this cellular slime mold is
depicted along the time axis of Figure 2. In the presence of external
nutrients, the organism grows and multiplies as free-living single
amoebae. Under starvation conditions, growth ceases and the amoebae
aggregate to form a multicelullar colony which differentiates through
several distinctive stages to form a sorocarp composed of stalk cells,
which die, and spore cells, which will give rise to amoebe under
appropriate conditions. During differentiation there is no net loss of
carbohydrate. At aggregation most of the carbohydrate material is
present as glycogen and RNA-pentose. In the middle of differentation
there occurs a transient accumulation of metabolites such as
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glucose-6-phosphate (G6P), 6-phosphogluconate (6PG), and UDP-glucose
(UDPG). At the end of the aging process there is a decrease in glycogen
and RNA and a comparable increase in new polysaccharide end products
(trehalose, cellulose-glycogen wall complex and mucopolysaccharide).
Protein serves as the energy source in this system, aTd amino acids
accumulate about three-fold at the end of development,

As in the case of cholesterol metabolism, the literature documents
countless correlates at the enzyme and mRNA level with the process of
differentiation and aging in D. discoideum. However, most of these data
have not yet been linked mechanistically to events essential to the
metabolic changes which occur. Thus, although thousands of proteins and
mRNAs change in concentration, very few have been identified as relevant.
In fact, it has been estimated that about 90% of these changes are not
essential, and a number of mutants lacking specif}c "developmentally
regulated enzymes" differentiate and age normally”. Furthermore, among
the many enzymes (thus far studied) which are essential to the
accumulation of the new carbohydrate end products of development, very
few (if any) arise de novo. Some change from an inactive to an active
form. Some change from using a soluble to an insoluble substrate, and
some change in concentration due to imbalances in their rates of
synthesis and degradation. If control were primarily at the level of
transcription and tranglation, it could not be analyzed with the help of
kinetic models as the requisite dynamic data are not yet available in
these areas of metabolism. Most of the reactions we have studied are
primarily controlled by substrate-product-effector interactions. This is
fortunate because we can therefore analyze those aspects of metabolism
containing the rate-controlling steps of development and aging in this
system. Energy metabolism clearly impinges upon the pathways of
carbohydrate synthesis as well as upon the integrity and survival of the
organism.

As indicated in Figure 2, starvation is an early environmental
control essential to differentiation and, as will be shown, the rates of
most reactions are limited by substrate availability throughout
development. In considering the continuum of time and essential events
preceding this differentiation and aging process, there is no one event
or type of event which has unique importance. Events occurring during
the initial 10 hours of starvation are as critical as those depicted in
Figure 2. The composition and characteristics of growing amoebae are
equally critical as are those cellular and environmental circumstances
involved in the evolution of the amoebae as they are today. Nor is it
meaningful to try to specify a particular moment in time when the process
of aging begins.

The model in Figure 3 represents energy metabolism ang gagbghydrate
metabolism in spore cells and stalk cells of Dictyostelium™’ *“°", There
are a great many inter-~dependent pathways in this complex network.

Ninety percent of the parameters composing this model are experimental
data. These data are of four kinds: first, evidence for the existence
of all the reactions and metabolic compartments indicated in this
biochemical network; second, the concentrations over the course of
differentiation and aging of all the metabolites shown; third, reaction
rates or fluxes determined in vivo with isotope tracers (all of the
reactions depicted by solid arrows have been so determined); and fourth,
enzyme kinetic mechanisms and constants (all enzymes catalyzing the
numbered reactions which are encircled have been purified and kinetically
characterized). The model integrates and simulates approximately 45
established reactions and flux patterns, 100 metabolite accumulation
profiles for normal and perturbed differentiation, 20 enzyme mechanisms,
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and 60 kinetic constants. The differential equations describing each
reaction are solved simultaneously, and output from the model consists of
reaction rates and metabolite concentrations as a function of time. This
output must be consistent with experimental data obtained during the
differentiation and aging process. The double boxes represent
metabolites in stalk cells which become very permeable as they are dying
but still retain a vestigial type of metabolism. The broken boxes on the
edges of the model represent exogenous metabolites with which the
organism and the model have been perturbed to test the model under new
conditions. The thicker the web of interdependent pathways, the more
constrained and stronger the model becomes.

Enzyme activities as a function of time are input to the model.
They are calculated as the only unknown in each reaction because of the
poor correlation between enzyme activity determined in vitro and activity
in vivo. Consider the following simple initial velocity rate expression:

Rate =V =V (A/(Ka+A))
V = Vv(t) (A/(Ka+A))

Knowing V, A and Ka, we calculate Vmax and call it Vv. Since Vv can
change with time during a metabolic transition we call the expression
Vv(t) an "enzyme activation function."

The preparation of cell extracts destroys cellular organization and
creates various artifacts. Enzyme activity is then measured under non-
physiological conditions of pH and protein concentration as well as in
the absence of products and effectors which may modify enzyme activity in
vivo. For all these reasons, the conditions under which enzyme activity
is determined in vitro may have little relevance to circumstances
existing in vivo. By contrast, the other factors in an enzyme kinetic
expression (e.g. flux determined in vivo and kinetic constants) are
relatively reliable data to use as input for a kinetic model purporting
to simulate metabolism in vivo. Therefore, for each reaction in our
models of metabolism in vivo, we have experimentally determined the
cellular levels of substrates, products and effectors, the relative sizes
of metabolic compartments, the velocity of the reaction with isotope
tracers, and the enzyme kinetic mechanism and constants. The value which
will represent V is then calculated as the only unknown in the

max
appropriate enzyme kinetic expression.

‘We believe this model does in fact reflect many aspects of
metabolism in vivo because predictive value has frequently been
demonstrated. This, of course, is the ultimate test of any model. Of
the many predictions made thus far, about 35, or 90% of those tested,
have been substantiated. These predictions have been concerned with the
flux and turnover of metabolites in vivo, the activity patterns of
enzymes both in vivo and in vitro, the kinetic mechanisms and constants
of specific reactions, the presence of enzyme inhibition in vivo, the
effects of external metabolites or altered enzyme activities on
respiration or on metabolite accumulation patterns, permeability
patterns, ingrg- and inter-cellular compartmentation of metabolites and
of enzymes“’”’ . Some of the predictions have been substantiated
unknowingly in other laboratories; for example, the existence of two
metabolic pools of glucose and the effect of glycogen phosphorylase 1
activity on the concentrations of trehalose, cellulose, G6P and UDPG .

In the model, reaction rates controlled in part by substrate-product-
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effector levels are those in which the levels of the metabolites are
below the Km values of the relevant enzymes. Many of these relationships
(which are also predictions based on }n6vitro kinetic constants and
metabolite levels from tracer studies”™’ ) have been confirmed by
perturbing the system with exogenous rate-limiting or inhibiting
metabolites and measuring the resultant changes in levels of the
intermediate and end products. As an illustration of the complex
relationships involved, the level of UDPG is simultaneously controlled by
the activity of UDPG pyrophosphorylase, the concentration and rate of
availability of UTP and especially G1P, the inhibition of the enzyme by
UDPG (an- inhibitor at cellular levels), and the activity of six enzymes
competing for UDPG. These predicted relationships can be substantiated
by changing enzyme activities and the rate of GlP availability in the
model as well as by perturbation experiments with exogenous glucose.

To summarize, rate-controlling metabolites and enzymes are discovered
through a combination of studies to determine enzyme kinetic mechanisms
and constants, measure cellular metabfzite levels, determine flux and
metabolic compartments in vivo with (* C)-tracer analyses, perturb the
organism and model with external metabolites and fluxes, and to alter
enzyme mechanisms, activities, and kinetic constants in the model to
determine those conditions most compatible with the data. In Figure 3,
there are more than 160 enzymes, substrates, products, and allosteric
effectors controlling the rates of the reactions depicted.

The model simulates the rate of turnover and net utilization or
accumulation of all the metabolites shown. Although,the rates of
turnover of agerage protein7, UDPG pyrophosphorylase and glycogen
phosphorylase” are known, these cannot be modelled until dynamic data are
available pertaining to the mechanisms involved.

This model simulates the period of time (900 min) between
aggregation and sorocarp formation. In the future, data may justify
extension of the model to include aging of the mature sorocarps or
extension backwards in time to simulate the 10 hour period between the
cessation of growth and aggregation of the amoebae. As we are currently
involved in finalizing the model of the citric acid cycle, the rest of
this presentation will deal with specific aspects of energy metabolism.

As mentioned, total carbohydrate levels remain constant during
development. However, about 50% of the cellular protein in amoebae is
degraded over the course of differentiation and aging in this system
(Figure 2). An amino acid analysis of Dictyostelium protein was carried
out at three stages: aggregation, culmination, and sorocarp. The
results are given in Table I. The percent concentration of each amino
acid in average protein is given. The similarities of these values at
the three stages indicates an "even'" use of the available protein; i.e.,
comparable oxidation rates of individual amino acids during development
and aging. Knowing the pathways by which eackzamino acid is converted to
one or more citric acid cycle intermediate(s) =, the flux of each amino
acid into specific intermediates can be calculated (see Figure 4). Total
flux into the cycle must equal approximately 0.5 umoles/min/ml packed
cell volume (pcv) since this is the cycle flux based on 0, consumption,
net protein degradation, or NH, production. In a system using only amino
acids as the source of cycle intermedjates, more amino acids are
converted to four- and five-carbon intermediates than to acetyl-CoA. For
the citrate synthase reaction to operate and maintain steady state levels
of cycle intermediates, the flux of acetyl-CoA into the cycle must equal
that of oxaloacetate. Therefore a pathway is required which converts
"excess" four- or five-carbon intermediates to acetyl-CoA.



Table I. Amino Acid Analysis of Cellular Protein During Aging and the
TCA Cycle Intermediates to Which They are Converted

TCA Intermediate(s) Amino Acid Percent of Total Protein
Aggregation Culmination Sorocarp

Pyruvate Alanine 6.88 6.75 6.71
a-Ketoglutarate Arginine 4.18 4.19 4,25
Oxaloacetate Aspartate/

Asparagine 11.50 11.72 11.90
Pyruvate Cysteine 1.37 1.34 1.33
a-Ketoglutarate Glutamate/

Glutamine 10.67 10.72 10.44
Pyruvate Glycine 7.36 7.18 7.26
a-Ketoglutararte Histidine 1.95 1.92 1.92
Succinate, Acetyl CoA Isoleucine 6.33 6.78 6.17
Acetyl CoA Leucine 8.23 8.14 7.99
Acetyl CoA Lysine 7.77 7.81 7.80
Succinate Methionine 1.22 1.95 1.93
Fumarate, Acetyl CoA Phenylalanine 4,75 4.39 4,56
a-Ketoglutarate Proline 3.77 3.99 4,05
Pyruvate Serine 7.15 7.14 7.14
Succinate Threonine 5.99 5.97 6.05
Acetyl CoA Tryptophan 0.00 0.00 0.00
Fumarate, Acetyl CoA Tyrosine 3.72 3.62 3.63
Succinate Valine 7.13 6.87 6.86

The pathway for converting citric acid cycle intermediates to
acetyl-CoA involves malic enzyme. In this reaction, malate is
decarboxylated to yield pyruvate which is in turn decarboxylated to form
acetyl-CoA via the pyruvate dehydrogenase complex (PDHC). This pathway
has been shown to occur in.Dictyostelium, a?8 ?gth of these enzymes have
been purified and kinetically characterized °> 7.

Malic enzyme was shown to be allosteric, being positively affected
by aspartate, glutamate, succinate, and fumarate. Thus, amino acid
production from protein degradation stimulates a reaction essential to
their efficient utilization for energy. The PDHC was shown to proceed
via a multi-site ping pong kinetic mechanism. No effectors were found
that significantly altered the activity of PDHC; however, the products
AcCoA and NADH were inhibitory, indicating that the ratios of
(AcCoA)/(CoA) and (NADH)/(NAD) found in the cell are important to this
reaction.

Knowing the essential role of malic enzyme and PDHC in this system,
knowing the cycle flux and the fluxes into the cycle from amino acids,
the flux map in Fig. 4 emerges. The relative concentrations of
intramitochondrial and extramitochondrial pools (labeled 1 and 2,
respectively) and the fluxes between them were determined from a specific
radioactiv%tx tracer analysis of this system under steady state
conditions™’ . Since pyruvate is formed at a rate of 0.09 mM/min (based
on pcv) from amino acids, it must be formed at the rate of 0.218 mM/min
from malate. In vitro the rate of the reaction catalyzed by malic enzyme
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was examined in crude cell extracts and estimated to be 0.86 mM/min, or &4
times that required based on this flux map (Figure 4). Thus, the
activity of malic enzyme does not appear to be rate limiting to cycle
flux, if one considers the in vitro determination as being valid.

As indicated in Figure 4, acetyl-CoA must be formed at the rate of
0.308 mM/min from pyruvate in order to equal the rate at which
oxaloacetate is formed (0.4 mM/min). In vitro studies estimated the rate
of the reaction to be 0.5 mM/min in crude extracts (or 1.7 times that
required based on the flux map). Significantly, the reaction in crude
extracts was completely dependent upon CoA, NAD, and thiamine
pyrophosphate, suggesting that pyruvate was converted to CO; only via the
reaction catalyzed by PDHC. The relatively low in vitro activity of PDHC
when compared to other enzymes in the citric acid cycle suggested that
PDHC may play a rate-limiting role to cycle flux. It was therefore of
interest to examine t?g rate of this reaction in vivo. Cells were
exposed to tracer (1-" 'C) alanine, and at various time intervals cellular
(" 'C)-pyruvate was isolated and its spfgific radjoactivity determined.
With this information and the rate of "~ CO, production the rate in vivo
of this reaction was estimated to be 0.33 {imoles/min/ml pcv which is
remarkably close to the value of 0.308 calculated completely
independently for the flux map of the citric acid cycle (Figure 4). This
agreement is a convincing confirmation of the flux of this reaction in
vivo.

The rate equation expressing the kinetic mechanism for PDHC used in
the model is shown in Figure 5. Knowing the reaction rate (V), the
kinetic constants, and the relevant substrate and product concentrations,
the enzyme activity Vv may be calculated. A value of 83 mM/min was
obtained: two orders of magnitude greater than the activity of the
enzyme in vitro (0.5 mM/min) as determined in the crude cell extracts.
This discrepancy suggests at least two possible explanations: (1) only
0.6% of the enzyme complex existing in vivo was recovered in vitro, or
(2) one or more of the parameter values used in the calculation were
incorrect. Because of the stability of the enzyme, and its behavior
during purification, it seems unlikely that such a small fraction was
recovered in vitro and therefore the second possiblity is more likely.
As discussed previously, we assume that enzyme kinetic mechanisms and
constants are reliable data for use in a model. The mitochondrial
pyruvate3aad acetyl CoA concentrations were determined by tracer
analysis™’ and are also considered to be reliable. The most suspect
values are the CoA, NAD and NADH concentrations used in the calculation.
As mitochondrial levels are not yet available, cellular levels were used.
If the NAD level in the model is raised to its Km value, the calculated
Vv value falls to 16 (Fig. 5). Further experimentation may clarify the
basis for the differences between the in vitro and calculated in vivo
enzyme activities, and hopefully will eventually provide a convincing
picture of the circumstances and rate-limiting steps operative in the
intact cell.

Having considered this kind of in-depth analysis in the energy
metabolism of Dictyostelium, let us return for a moment to cholesterol
metabolism (Figure 1). Perhaps energy metabolism, which is not unique to
cholesterol synthesis, is the most important factor controlling its
accumulation. Starvation is known to have a striking positive effect on
longevity in rats, and ATP is critical in the interconversion of the
active and inactive reductase. Under conditions of nutritional stress,
levels of acetyl CoA may be limited due to the demands of pathways more
essential to viability. Hence, cholesterol accumulation suffers,
resulting in an increased life span.
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Ve believe that differentiation and aging result from a complex
interaction of many cellular components, structures, and environmental
influences. An explanation of the aging process must be sought at a
similar level of complexity. This requires an integrative systems
analysis, The organism ages as a whole and must therefore he analyzed as
a dynamic, in vivo system. Only after the system has been described at a
realistic level of complexity can we begin to unravel the critical and
multiple rate-controlling steps involved. At that point, we will have a
rational basis for influencing the process.
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Debates concerning the relative merits of reductionistic versus
holistic approaches are commonplace in biology, and aging research is no
exception. Although such debates commonly dwell on the issue of which
approach is "superior," it is far more fruitful to acknowledge that both
approaches offer unique perspectives on aging, and hence these
approaches are complementary rather than antagonistic. There are three
basic levels of control of aging: 1) the proximate causes leading to
aging in particular cell lines or tissues, 2) the regulatory processes
that integrate the cell and tissue specific patterns into an individual
life history, and 3) the evolutionary forces (ultimate causes) that
select upon life history traits to determine the characteristic aging
pattern of the species or population. To understand the control of
aging at all of these levels, or even just the first two, requires the
simultaneous use of reductionistic and holistic studies.

The central thesis of this paper is that modern genetics provides a
tool that makes an integrated holistic/reductionistic research program
feasible. Before elaborating this thesis, we must first make some
general comments concerning the genetics of aging. Our primary
assumption is that there is no such thing as a gene for aging. Rather,
there are genes that control a variety of biological functions, and
aging effects occur as a secondary effect or consequence of their
primary biological functions. This assumption arises from theoretical
studies on the ultimate, evolutionary causes of aging. In most
evolutionary models of aging, senescence is not regarded as being
directly adaptive. Rather, senescence arises as an indirect consequence
of other evolutionary phenomena. For example, the two most common
models for the evolution of senescence are 1) that late acting
deleterious mutations will accumulate precisely because their senescent
effects have minimal impact on fitness (Medawar, 1957), and 2) that
senscence arises because selection favors some gene with beneficial
effects early in life, but that as a pleiotropic consequence, reduces
fitness later in life (Williams, 1957). Thus, we should not be
searching for a special category of "aging genes." Rather, we should
focus on the aging effects associated with genes controlling a variety
of biochemical, physiological, and developmental functions.
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We already have an extensive, albeit incomplete, store of knowledge
concerning the genetic control of many basic biochemical, physiological
and developmental processes. Recent advances in molecular genetics are
making it easier to study genes that control specific functions. The
basic research program that will be illustrated in this paper is as
follows. By studying the phenotypic effects (including aging effects)
of an inherited syndrome, it is often possible to use the accumulated
background knowledge to identify a class of candidate loci that are
likely to be involved in the direct control of the phenotypic effects
being investigated. Recombinant DNA techniques then can be used to
study genetic variation at the candidate loci. Next, one can directly
test for associations between the genetic variation detectable at the
molecular level with the phenotypic effects observed at the biochemical,
physiological, or developmental levels. If relevant genetic variation
is discovered at this step, the research program can be extended to the
population and ecological levels to study the evolutionary or adaptive
significance of the relevant genetic variation. In this manner, both
the proximate and ultimate causes of aging effects can be studied in a
research program that integrates reductionistic and holistic approaches.
In this paper, we will present two examples of such integrated research
programs: one dealing with Drosophila and one with humans.

ABNORMAL ABDOMEN IN DROSOPHILA MERCATORUM

Natural populations of Drosophila mercatorum from the Island of
Hawaii are polymorphic for a trait known as abnormal abdomen (aa)
(Templeton and Rankin, 1978). As the name implies, the trait can be
recognized from morphological effects. Flies with aa tend to retain
juvenile abdominal cuticle as adults, resulting in a disruption of the
normal pigmentation, segmentation, and bristle patterns on the adult
abdomen. However, the morphological effects are not very penetrant, and
under field conditions are rarely expressed. More importantly, aa has
many effects on aging in both the larval and adult phases (Templeton,
1982, 1983). 1In particular, aa prolongs the larval developmental stage
by up 40%, but speeds up adult reproductive maturity to 2 days after
eclosion versus about 4 to 5 days in most non-aa flies. These early
maturing female flies also have increased ovarian output, but greatly
decreased longevity under laboratory conditions. These morphological
and life history effects are all temperature dependent, with higher
temperatures accentuating the disparity between aa and non-aa lines.

This suite of temperature dependent phenotypes resembles similar
suites of phenotypic effects in Drosophila melanogaster that are
associated with the bobbed syndrome. Fortunately, the molecular basis
of the bobbed phenotypic syndrome is known; it is a deficiency in the
number of 18S/28S ribosomal genes (Ritossa et al,,1966). In most
Drosophila species, the 18S/28S ribosomal genes exist as tandemly
duplicated clusters on the X and Y chromosomes. Each duplicated unit
consists of an 18S gene, a transcribed spacer, a 28S gene, and a non-
transcribed spacer. About 200 to 250 copies of this basic unit are
normally found on the X chromosome. Hence, the phenotypes associated
with the aa syndrome suggested that the 18S/28S rDNA cluster would be a
reasonable candidate set of loci. This hypothesis was strengthened by
Mendelian genetic studies that revealed that the aa syndrome is
controlled by two closely linked X-linked elements that map very near
the centromere -- the same physical location of the rDNA cluster
(Templeton et al.,1985). Moreover, aa expression is normally limited to
females, but male expression is Y-linked (Templeton et al,,1985). The Y
chromosome has very few genes, but as noted earlier it does have a rDNA
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cluster. Hence, the phenotypic and Mendelian genetic studies strongly
suggest that the underlying molecular cause of aa lies in the ribosomal
DNA.

We therefore began investigating the molecular biology of rDNA in
D. mercatorum and relating our findings to the presence or absence of
aa. This work was facilitated by spontaneous mutations both to and from
aa. Since this work has already been published (DeSalle et al.,1986;
DeSalle and Templeton, 1986), we will only present the conclusions here.
First, aa flies have normal to slightly more rDNA in the germline than
non-aa flies. Hence, aa is not the molecular equivalent of bobbed,
which represents a numerical, germline reduction in the amount of rDNA.
However, diploid somatic cells of aa flies display increased levels of
rDNA relative to the diploid somatic cells of non-aa flies. This
increase is known as compensatory response and is normally found only in
bobbed flies. Hence, although aa flies had plenty of germline rDNA,
their diploid somatic cells were behaving as if there were a deficiency
of rDNA.

(]

Since the quantity of rDNA was normal, we investigated the
qualitative nature of the rDNA present in aa flies through restriction
endonuclease mapping. We discovered that all aa flies have at least a
third of their X-linked 28S genes interrupted by a 5 kilobase insertion.
This insert has a transposon-like structure, with long direct repeats on
the ends and with 14 base pair long inverted terminal repeats at the
ends of the direct repeats. However, there is no evidence for this
element transposing in the present population. All copies seem to be
confined to the X-linked rDNA. Northern analyses indicate that the
insert disrupts normal transcription of the 18S/28S unit in which it is
imbedded. Hence, this insert creates a functional deficiency of rDNA,
although there is no quantitative deficiency of rDNA.

Further studies (DeSalle and Templeton, 1986) reveal that the
presence of many inserted 28S genes is necessary but not sufficient for
the expression of aa. The other necessary element for aa expression
involves the control of under-replication of ¥rDNA in the formation of
polytene tissues (DeSalle and Templeton, 1986). The process of
polytenization in Drosophila involves many rounds of endoreplication of
nuclear DNA in certain somatic lineages (such as larval salivary glands
and fat bodies). Hence, in general, the DNA of the fly is greatly over-
replicated in these cells. However, there is heterogeneity within the
genome in the amount of over-replication. In general, the rDNA is
under-replicated relative to most single copy DNA during the process of
polytenization. We discovered an X-linked genetic system that causes
the preferential under-replication of inserted 18S/28S units. Hence,
even if a fly has a large number of inserted 28S genes, compensatory
response circumvents this functional deficiency in diploid, somatic cell
lineages, and preferential under-replication of inserted 28S genes
circumvents this functional deficiency in polytene, somatic cell
lineages. Thus, the expression of aa requires two molecular events; 1)
a third or more of the 28S genes must bear the insert, and 2) there must
be no preferential under-replication of inserted 28S genes during the
formation of polytene tissue. When these two molecular requirements are
satisfied, a functional deficiency of ribosomal DNA can be induced in
polytene tissues, thereby explaining the bobbed-like suite of phenotypic
effects.

A ribosomal deficiency in critical larval tissues such as the fat
body would be expected to slow down protein synthesis in general, and
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hence explain the overall slowdown in larval development. Moreoever,
the proteins most effected by a ribosomal deficiency would be those that
are normally synthesized very rapidly over a short developmental time
period. One such protein is juvenile hormone esterase, a protein made
by the larval fatbody that degrades juvenile hormone. This protein is
usually made at the end of the larval period. The abdominal histoblasts
are very sensitive to juvenile hormone titers in the pre-pupal and early
pupal stages, and phenocopies of abnormal abdomen can be induced by
topical application of juvenile hormone at this time (Templeton and
Rankin, 1978). Studies on aa flies reveal a deficiency of juvenile
hormone esterase during this critical time period (Templeton and Rankin,
1978); thereby providing a straightforward explanation for the
morphological effects of aa. Polytene tissues are not as important in
the adult, so no general slowdown in adult development is expected.
However, the alterations in juvenile hormone metabolism induced by aa
may explain the alterations in adult life history because juvenile
hormone stimulates the production of egg specific proteins and ovarian
maturation and output (Wilson et al.,1983). This hypothesis is
currently being investigated.

We have now defined the molecular basis of aa and the effects this
syndrome has on individual life history. To understand the ultimate
causes of why this aging syndrome is polymorphic in natural populations,
we must now turn to field studies. Our primary field site is located in
the Kohala Mountains on the Island of Hawaii. This site was chosen for
several reasons. First, the only repleta group Drosophila inhabiting
this site are D. mercatorum and D. hydei, which are readily
distinquishable. Hence, problems with sibling species that occur in
mainland locations are avoided. Second, unlike the mainland, D.
mercatorum has only one host plant in Hawaii, the cactus Opuntia
megacantha. Thus, only one larval environment needs to be characterized
and collecting sites for adults are readily identified and located.
Third, the Kohala Mountains have an extremely steep rainfall gradient.
This provides environmental diversity needed to uncover the selective
importance of the aa syndrome. Fourth, the trade winds blow very
strongly in this locality, and these winds greatly limit the opportunity
for dispersal between cactus patches (Johnston and Templeton, 1982).
Hence, if the environmental diversity does create selective differences
in aa, the limited dispersal insures that local differences in the
frequency of aa should evolve that reflect these selective differences.

Before studying the ultimate significance of the aging effects of
aa in natural populations, it is first necessary to measure the age
structure in nature and to discover the primary sources of adult
mortality. Our previous work (Johnston and Templeton, 1982) indicates
that one of the primary determinants of mortality in adult Drosophila is
desiccation. We are able to determine the age of wild-caught adults (in
days from eclosion) up to about 2 weeks of age by using the techniques
described in Johnston and Ellison (1982). During normal weather years,
when the top of the mountain is very humid and the bottom very dry, we
observe dramatic shifts in age structure as a function of elevation
(Johnston and Templeton, 1982). In the humid regions, flies are so
long-lived, that most are too old to be reliably scored (i.e., greater
than 2 weeks of age). As one descends into drier habitats, the age
structure shifts towards younger flies such that at the bottom virtually
all adult flies are less than one week old. Capture/recapture studies
confirm this pattern. Under dry conditions, the daily mortality of
adult flies is estimated to be 19% per day, which is consistent with
very few flies living more than a week (Templeton and Johnston, 1982).
In constrast, no detectable mortality over a three day period could be
detected under the more humid conditions.
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These results on the age structure of natural populations as a
function of humidity have several important implications concerning the
predicted fitness effects of the aa aging phenotypes. Under low
humidity conditions, the decreased innate longevity of aa flies is
virtually irrelevant because almost all flies are dead from desiccation
long before these innate differences should have an impact. However,
earlier sexual maturation and increased egg-laying capacity give aa
flies a fecundity advantage over mnon-aa flies yunder desiccating
conditions (Templeton and Johnston, 1982). As the humidity increases
and the age structure of the population shifts towards older
individuals, the early fecundity advantage of aa flies should be
counteracted or even reversed by their decreased longevity relative to
non-aa flies (Templeton and Johnstor, 1982).

These predictions can be tested by taking advantage of the natural
variation in humidity that occurs over space and time. As shown in
Figure 1, a transect of study sites was established on the leeward side
of the Kohala mountains, going from the upper elevational limits of the
D. mercatorum range (site A, 1030 meters above sea level) to the lower
elevational limit on the transect (site F, 795 m above sea level). 1In
addition, a site at the base of Kohala, in the saddle between Kohala and
the volcano Mauna Kea, was also studied (site IV, 670 m above sea
level). 1In normal weather years (i.e., years close to the long term
average in rainfall, and with humid conditions at the top of the
mountain and dry at the bottom), the above fitness considerations lead
to the prediction of a cline in the frequency of aa, with aa being more
common at the bottom of the hill and rarer at the top. Moreover, the
frequencies of aa at both sites F and IV should be high because the
humidity at these sites is normally very similar and low. Table 1
presents the data on the frequency of X chromosomes that allow the
expression of aa. As can be seen, in 1980 (a normal weather year),
there is a statistically significant difference in the frequency of aa,
with only about 25% of the X chromosomes supporting aa near the top of
the hill, and almost 50% of the X’s being aa at the bottom (Templeton
and Johnston, 1982).

In 1981, the Island of Hawaii suffered a severe drought, and the
humidity ecotone disappeared that year. It was dry throughout the
entire range; and the age structure cline also disappeared, with almost
all individuals being less than a week of age irrespective of their site
of capture (Templeton and Johnston, 1982). The model now predicts that
the cline ifi aa frequency should disappear, and in particular, that
there should be an overall increase of aa frequencies at the high
elevation sites to the frequencies normally seen at the lower
elevations. As can be seen from Table 1, this is precisely what
happened. There are now no significant differences in aa frequency
between sites, and these frequencies are not significantly different
from the low elevation frequencies of 1980 but are significantly
different from the high elevation frequencies of 1980 (Templeton and
Johnston, 1982).

Early in 1982, the El Chichon Volcano had an explosive eruption in
Mexico. The resulting debris cloud reduced the incidence of solar
radiation by 10% that spring in Hawaii. This apparently triggered one
of the wettest, most humid springs and early summers in Hawaiian
history. Once again, the humidity ecotone did not exist, but this time
it was humid both at the top and bottom of the mountain. The aa-fitness
theory of Templeton and Johnston (1982) predicts no cline in aa
frequencies, but unlike 1981, the frequencies should now be low at all
sites (around 25%). This is exactly what happened (Table 1). As in
1981, there are no significant differences in aa frequencies between
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Fig. 1.

Study sites on the leeward side of the Kohala mountains on the
Island of Hawaii. The dotted line encloses the range of the
cactus Opuntia megacantha, the host plant for D. mercatorum.
Sites A through F represent a transect through the altitudinal
range of the host plant on the side of Kohala. The contour lines
indicate the altitude in feet above sea level. The distance
between sites A and F is about two-thirds of a mile. An
additional site, site IV, was established at the base of Kohala,
in the saddle between Kohala and Mauna Kea.

Table 1. Changes in the Frequency of X-Chromosomes Allowing Expression

of Abnormal Abdomen in Drosophila mercatorum as a Function of
Site Location and Temporal Fluctuations in Weather

Year: 1980 1981 1982 1984 1985
Weather: Normal Drought Humid Normal* Normal*

Site Altitude Frequency of Abnormal Abdomen X-Chromosomes
A 1030 m - - 0.285 0.111 0.222
B 950 m 0.275 0.486 0.250 0.291 0.265
C&D 920 m - 0.380 0.213 0.334 0.429
F 795 m - 0.406 - 0.540 0.367
Iv 670 m 0.455 0.438 0.325 0.360 0.276

*Site IV was unusually humid due to an alteration in wind patterns.
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sites, but unlike 1981, the aa frequencies are now significantly
different from the 1980 low elevation frequencies (and the 1981

frequencies) and not significantly different from the 1980 high

elevation frequencies.

In 1984 and 1985, the weather had reverted to an almost normal
pattern. The one exception was the local humidity conditions at site
IV. Sites A through F are located well on the side of Kohala, but site
IV is located at the base of Kohala, in the saddle between Kohala and
the volcano Mauna Kea. Usually, the trade winds blow humid air through
the saddle, but shear off before reaching site IV. Hence, normally site
IV is quite dry and has a similar humidity to site F. However, starting
in 1984 and continuing into 1985, the winds blew further through the
saddle, causing site IV to become much more humid than previously. As
can be seen from Table 1, the expected cline in aa frequency was re-
established in 1984 and 1985, with aa X chromosomes being rarer at the
top and becoming increasingly common towards the bottom. The exception
to this pattern was site IV, which had significantly lower aa
frequencies than site F but which had frequencies homogeneous to the
high altitude site B.

The abnormal abdomen system tracks the spatial and temporal
heterogeneity in the natural environment in the manner predicted by the
models given in Templeton and Johnston (1982). Therefore, we conclude
that the ultimate causes that maintain this polymorhic aging syndrome
relate to its adaptive advantages in the demographic environment imposed
by desiccating environments. Note that aa does not represent a direct
adaptation to desiccation itself, but rather it is favored because the
early maturation and fecundity of aa females confers a fitness advantage
under the age structure imposed by desiccation. Moreover, under this
age structure, the decreased longevity of the aa flies has very little
fitness impact. Hence, the abnormal abdomen complex provides an
excellent example of Williams’ (1957) "trade-off" model for the
evolution of senescence that was mentioned earlier.

The above inferences are possible because the measured genotype
approach allowed us to follow the evolutionary fate over space and time
of specific genetic variants for which we had generated a priori
evolutionary predictions based upon our knowledge of the variant’s
phenotypic significance. The measured genotype approach to the aa
syndrome also clearly illustrates how reductionistic molecular studies
can be integrated with holistic individual-level and ecological studies
to simultaneously investigate both the proximate and ultimate causes of
aging.

CHOLESTEROL METABOLISM IN HUMANS

We will now show how this same basic approach can be applied to a
very different organism: the human. A primary determinant of longevity
in humans in industrialized societies is well known: coronary heart
disease. In the United States, coronary heart disease is responsible
for 30% of all deaths and is by far the leading cause of death (Fiscal
Year 1983 Fact Book, National Heart, Lung, and Blood Institute, NIH).
Thus, the major phenotype associated with longevity in our society has
already been identified. Moreover, this phenotype is definitely
associated with a senescent process because the best predictor of
coronary heart disease risk is age. In order to implement the research
program outlined in the introduction, we need to identify candidate gene
loci that may contribute to the development of coronary heart disease.

A number of genetic factors that determine the predisposition to
develop heart disease have been identified. One is gender.
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Epidemiological studies have identified sex as the second most important
predictor of risk, with males being at higher risk than females. 1In
this paper, we will focus on the third most important predictor of risk:
serum cholesterol levels. There is an almost fourfold increase in the
rate of coronary heart disease for males between 30 to 59 years of age
with cholesterol levels higher than 300 mg/dl compared to the rates in
males with cholesterol levels less than 175 mg/dl (Dawber, 1980). The
lipid infiltration theory explains this association and has much
supporting evidence (Sing et al.,1985). It is hypothesized that plasma
cholesterol infiltrates the intima of the arterial wall following
endothelial injury from high blood pressure, anoxia from smoking, or
other trauma. Proliferation of cells in the injured region, accompanied
by the accumulation of cholesterol esters, results in the development of
a fatty plaque. Growth of this plaque in a major artery may eventually
cause an occulsion that results in the restriction of oxygen and
nutrition to the muscle of the heart.

Detailed studies of how cholesterol is involved in this process
have focused upon cholesterol metabolism and the lipoprotein molecules
that transport cholesterol in the blood stream. Lipids enter through
the intestine primarily in the form of triglycerides. Since oil and
water do not mix, the lipids must be solubilized before they can be
transported via the blood stream. This is accomplished by a set of
proteins known as apolipoproteins, which complex with the various lipids
to form lipoproteins. The complex that transports the triglycerides
from the intestine is known as a chylomicron, and chylomicrons are
converted to chylomicron remnants by the action of lipoprotein lipase.
These chylomicron remnants are taken up by the liver. The liver
excretes very low density lipoprotein particles made up mostly of
triglycerides and some cholesterol. After a series of metabolic steps,
a cholesterol rich lipoprotein particle known as low-density lipoprotein
(LDL) is formed. Most of the serum cholesterol is contained in the LDL
particles, which are responsible for transporting cholesterol to the
peripheral tissues. Elevated levels of LDL are associated with
increased risk to coronary heart disease (Castelli et al,, 1977).
Cholesterol is removed from the serum by peripheral tissues through a
receptor mediated pathway. The peripheral cells excrete the used lipids
in the form of high-density lipoprotein (HDL), whose primary lipid is
also cholesterol. Low levels of HDL are associated with increased risk
to coronary heart disease, and indeed, HDL may be the strongest
predictor of the disease, particularly in people over 50 (Castelli et
al.,1977).

This brief outline of cholesterol metabolism and transport allows
one set of candidate genes to be immediately identified: the
apolipoprotein genes. These genes not only control the transport of
cholesterol and other lipids, but they provide recognition entities for
lipoprotein receptors and are necessary for many of the enzymatically
determined steps in cholesterol metabolism. All the apolipoprotein
genes in humans have now been cloned, so it is possible to study genetic
variation at all of these genes using restriction fragment length
polymorphisms.

”

Consequently, all of the elements are present for executing an
integrated molecular, individual, and population level study on
determinants of coronary heart disease in humans. The work of Templeton
et al, (1987) represents one attempt at such a study. Templeton et al.
(1987) analyzed the data described in Kessling et al.(1985) on the St.
Mary'’s Hospital Metabolic Unit Patient Group in London. This group of
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patients consists of 89 unrelated, adult individuals of both sexes who
were biased in favor of being normo- or hyperlipidaemic. DNA samples
were obtained from all 89 individuals, followed by restriction enzyme
digestion, Southern blotting, hybridization, and autoradiography. All
individuals were probed with a cloned DNA fragment from the ApoA-I, C-
I1I, A-IV region on chromosome 11, which contains three apolipoprotein
loci. Three polymorphic restriction sites were detected by the enzymes
XmnI, SstI, and PstI. All individuals were also measured for their
fasting levels of serum triglyceride and HDL-cholesterol.

The three polymorphic restriction sites defined a total of 5
haplotypes in this DNA region (Templeton et al,,1987), as shown in Table
2. The primary phenotype used by Templeton et al.(1987) is the natural
logarithm of the ratio of triglyceride to HDL-cholesterol levels, after
adjustment for age and sex effects. This phenotype was chosen because
it should be very sensitive to any genetic variation present in
cholesterol metabolism. As noted above, triglycerides essentially
represent the input into this metabolic pathway, while HDL represents
the output. Hence, the ratio of triglyceride to HDL-cholesterol
represents an input/output ratio for the entire metabolic pathway. The
logarithm of this ratio is taken because the biochemical systems
analysis theory of Savageau (1976) indicates that a logarithmic space is
useful in describing the dynamics of a metabolic pathway.

The phenotypic effects associated with each haplotype were measured
by the standard quantitative genetic measure of average excess. The
average excess of a haplotype is simply the conditional mean phenotypic
value of all individuals bearing the haplotype of interest, minus the
overall population mean. Table 2 shows the average excess values
associated with the 5 haplotypes present in this population. To see if
there are any significant genetic effects on the phenotypes, Templeton
et al,(1987) devised a permutational test of whether or not two average
excesses are significantly different from one another. This test was
applied to contrasts of the average excess associated with haplotype 1,
the most common haplotype in the population (Table 2), versus the
average excesses of the remaining four haplotypes. The significance
levels are given in Table 2. As can be seen, statistically significant
genetic variation affecting this lipid phenotype was observed. In
particular, haplotype 2 has a significantly elevated average excess over
that of haplotype 1. Using the known risk factors of coronary heart
disease, individuals bearing this haplotype should be at increased risk
for coronary heart disease and therefore should have decreased longevity
relative to individuals not bearing this haplotype. These predictions
will be tested in later, more extensive studies on human populations.

DISCUSSION

~ As illustrated by the abnormal abdomen and cholesterol examples,
molecular genetics is providing a powerful tool for integrating
molecular level studies with individual and population level studies.
In both examples, the ability to study genetic variation at specific
genes of known function allows us to construct a bridge between
biochemical and molecular processes, physiological and developmental
phenotypes, and population level assessments of fitness or disease risk
factors that are related to the aging process. Hence, both examples
illustrate that reductionistic and holistic approaches to aging research
need not be antagonistic, but rather show that both approaches can be
integrated to take advantage of the complementary information each
approach provides.
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Table 2. Haplotypes in the A-I, C-III, A-IV Genetic Region
and Their Average Excesses With Respect to the
Phenotype of Ln(Triglyceride/HDL-Cholesterol)

Haplotype Frequency Average Excess Significance of A(1l)-A(i)

010 (1) 0.694 -0.047 -
011 (2) 0.061 0.463 0.014*
000 (3) 0.106 -0.109 0.726
110 (4) 0.109 0.075 0.471
001 (5) 0.016 0.085 0.747

* gignificant at the 5% level.

These two systems also vindicate the view that there are no "aging
genes" per se. Instead, genes involved with the normal life processes
of a functioning organism affect the aging process as a side effect of
their primary function. With abnormal abdomen, we were studying genetic
variation controlling the functional amount of ribosomal DNA in certain
cell types. The ribosomal genes are not from a special class of "aging
genes." They are simply genes controlling a fundamental biological
process (production of ribosomes for protein synthesis) that has aging
effects. Similarly, the apolipoprotein genes should not be regarded as
aging genes, but simply as genes controlling a critical biochemical
process that is essential for living systems at all ages (lipid
metabolism) and that also happens to have aging effects. In this case,
the aging effects are so strong that they are the major determinant of
longevity in humans living in Western societies. In both cases, the
research program was greatly facilitated by regarding the aging
phenomena as secondary phenotypes and focusing on phenotypes more
directly related to the direct action of the genes involved.
Reductionistic and holistic approaches are more easily integrated when
one deals with a more narrowly defined phenotype than "aging" or
"longevity."
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